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SUMMARY

With dwindling supplies of natural resources and the Nation's

reliance on oil imports, the Navy has initiated several programs aimed at

reducing the dependency of shore-based activities on petroleum products.

The goals of these programs are to reduce overall consumption through

conservation and to displace petroleum usage with alternate energy

sources. Alternate systems are currently being evaluated in the Energy

Exploratory Development Program at the Civil Engineering Laboratory.

Determining the potential value of these systems throughout the Naval

Shore establishment was the objective of this study.

The study was divided into two phases: (1) Developing a long term,

uniform method for evaluating the present worth of alternate systems; and

(2) Performing a complete survey of energy systems, leading to energy self

sufficiency at Navy bases. Constructing the methodology consisted of

collecting and modeling data on system performance and cost, energy

consumption and site factors. Emphasis was placed on matching critical

operational and economic characteristics of alternate systems with

base-specific siting and energy demand requirements.

The methodology was then used to perform a Navy-wide survey. This

survey concentrated on analyzing the Navy's top ten energy consumers. A

select sample of smaller bases was also analyzed. These results were
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combined, yielding an optimum mix of alternative and conventional energy

sources throughout the shore establishment.

This section summarizes both the methodology and survey results.

Methodology

The survey methodology was developed to determine the optimum mix

of alternative and conventional energy sources throughout the shore

establishment. We sought an optimization technique that minimized energy

costs, yet matched energy and other base-specific requirements. A

nonlinear programming approach was selected.

The optimization procedure was incorporated into a computer code

along with 19 different energy models and data manipulation routines.

Site data affecting technology performance and costs were preprocessed to

form an energy demand and cost data file. The systems modeled are

summarized in Table S-I. As shown, alternate systems -- ranging from

renewable energy sources to conventional sources -- competed against

commercial electricity purchases and replacement costs for oil-fired

boilers. The end-use sectors were defined based upon the accuracy and

availability of existing Navy data.

The entire procedure was constructed to optimize the energy supply

for an individual base instead of the entire shore establishment. The

technology impact for the shore establishment was accomplished by summing

and extrapolating individual results. Furthermore, the energy demand was

restricted to facilities -- transportation and operational requirements

were excluded. Conservation was also not modeled. Instead, we assumed

future conservation efforts would cancel any growth in energy requirements.
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TABLE S-I. LIST OF ENERGY SYSTEMS MODELED

Energy
Sector Alternate Systems Conventional Systems

Solar Thermal Oil-fired boilers
(replacement) :4

DRefuse Derived Fuel (RDF)

Coal-fired Fluidized Bed"' Combustion (FBC)

Conventional Coal Combustion

Refuse Derived Fuel (RDF) Oil-fired boilers
(replacement)

Coal-fired Fluidized Bed
Combustion (FBC)

Geothermal

Conventional Coal Combustion

Coal-fired Steam Topping Cycle
(Cogeneration)

Refuse Derived Fuel (RDF) Commercial Purchases

Coal-fired Fluidized Bed
Combustion (FBC)

Coal-fired Steam Topping Cycle

(Cogeneration)

Conventional Coal Combustion

Geothermal

5 kW Wind Generator
2 j
200 kW Wind Generator

1500 kW Wind Generator

Photovoltaic
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Navy-Wide Survey Results

To estimate the present value of emerging technologies, we

performed an analysis of the top ten energy consumers and a select sample

of smaller installations. The results were combined to give an overall

estimate for the shore establishment. The economic parameters for each

analysis were unchanged. Each system modeled was assumed to have a

25-year economic life. We used 1977 as our base year and all systems were

assumed to be implemented in 1985. A 10 percent discount rate and

differential inflation rates on fuel prices were used based on current

Navy recommendations.

The combined results for the top ten consumers are illustrated in

Table S-2. For each energy sector, we summed the mix of alternate and

conventional sources yielding the lowest cost at each Navy base. Cost

savings were established by comparing the optimum mix in each sector to

energy-weighted costs of either replacing oil-fired boilers or purchasing

commercial electricity. Savings in oil consumption were merely summed.

As indicated, coal and RDF systems were found to be most cost

effective in all three energy sectors. This is not too surprising since

these systems cost considerably less than other alternatives, especially

for bases that are the size of the top ten energy consumers. The

annualized costs of coal and RDF systems were very close and the mix

depended on available refuse, local coal prices, and the size of the

demand. In general, coal systems were most cost-effective at large

demands.

Coal systems were excluded at four bases located in regions which

currently do not meet proposed federal air quality standards or, in the

case of Pearl Harbor, have prohibitive costs. At these bases, RDF
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TABLE S-2. SUMMARY OF COMBINED RESULTS FOR NAVY'S TOP TEN ENERGY CONSUMERS

Fraction Averagea
of Delivered Initial Total Energy OilbDemand Energy Capital Annual Costs Cons medEnergy Met (109 Co ts Costs ($1106Sector System % Btu/yr) (10b5) (100$) Btu) (bbls/yr)

ROF 1.10 126.6 2.33 0.56 4.08 -FBC 43.29 4997.0 51.22 29.56 3.88 --Solar Thermal 0.53 61.4 5.25 0.69 10.99 --Oil-fired 55.08 6358.0 32.76 58.07 9.13 1419.0
boilers

Oil-fired 100.0 11543.0 44.12 101.17 8.76 2577.0
boilers alone

RDF 1.07 111.0 2.07 0.50 4.53 --FBC 25.14 2604.0 24.15 12.11 3.98 --Cogeneration 26.39 2733.0 46.03 19.96 5.40 ---.r Oil-fired 47.40 4910.0 21.03 48.08 9.79 1201.4
boilers

Oil-fired 100.0 10358.0 33.13 98.49 9.51 2551.0
boilers alone

RDF 2.63 240.9 11.79 2.55 10.60FBC 42.27 3866.0 81.91 44.42 9.54, Cogeneration 6.11 558.6 .. c ,_c 5.41500 kW Wind 3.21 293.4 45.00 8.33 27.86 --Commercial 45.78 4187.1 -- 129.44 30.92
L)

.J Commercial 100.0 9146.0 -- 252.15 27.57
alone

Total optimum mix 100.0 31047.0 323.5 354.27 2620.4
Total commercial/

oil alone 100.0 31047.0 77.3 451.81 5128.0

SAVINGS = $97.5 MILLION PER YEAR
OIL SAVED - 2.507 MILLION BARRELS PER YEAR

k~ife cycle costs, weighted average based on energy deliveredbi] source does not include potential savings by utilities
CCogeneration costs included in steam sector
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electric systems were more cost-effective than RDF heating or steam

systems. Also at Pearl Harbor, solar and wind systems were cost effective

in meeting a portion of the heating and electrical demands, respectively.

The largest cost savings were obtained in the electrical sector.

In all cases, it was most cost effective to use alternate systems to

generate on-base electricity. The relatively high price of electricity

compared to FBC or cogeneration forces the optimization procedures to

minimize electricity purchases. Conversely, in the heating and steam

sectors, replacing oil-fired units was less cost-effective.

Oil-fired boilers or electricity purchases always supplied some

portion of the demand. The actual penetration depended upon demand

variations, costs and whether coal was excluded. In all cases these

systems were chosen as peaking units reducing the size and costs of

competing alternate systems. When coal was excluded, however, most of the

requirements were met by oil-fired units in the heating and steam sectors

and conmercial purchases of electricity in the electrical sector.

The combined mix of energy systems indicate that the Navy can save

$97.5 million per year by investing $246 million. This is a 2.5-year

return on investment. Further, this investment reduces oil consumption by

2.5 million barrels per year and represents nearly 50 percent self

sufficiency. Obviously, these numbers are substantially affected by

escalation of conventional fuel prices over the analysis timeframe. In

fact, the results illustrate that the Navy would be paying nearly $500

million annually without investing in alternate technologies. This is

approximately $100 million more than the Navy currently pays for its

entire annual utility bill.
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The mix of alternate systems for the smaller installations was

similar to the top ten results. Displacing commercial purchases of

electricity proved the most cost-effective. The mix included RDF and oil-

fired systems in the heating sector; cogeneration, conventional coal

combustion and oil-fired systems in the steam sector; and cogeneration,

conventional coal combustion and commercial electricity in the electrical

sector. In contrast to the top ten results, conventional coal combustion

systems were more cost effective than FBC systems for smaller dem, 41 sizes.

The combined results for the top ten and the extrapolated results

for the small installations yield a potential Navy-wide savings of $340

million per year with an investment of $751 million. This investment

reduces oil consumption by 5.6 million barrels per year and, in the

aggregate, represents approximately 54 percent self-sufficiency. These

numbers are substantially affected by inflated fuel prices.

Overall, the results quantify a minimum cost approach for future

energy requirements. Optimum mixes of alternative and conventional energy

sources at individual installations are identified. However, actual

implementation of these systems requires a far broader scope than can be

reasonably modeled. Implementing coal systems, for instance, requires

detailed consideration of a number of site factors such as fugitive

emissions, flammability, and ash removal. These factors are only modeled

generically in terms of system performance and cost data. The methodology

can indicate where it is most cost effective to use a given technology,

but cannot give specific designs for each different location.
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The United States Navy Energy Office through the U.S. Navy Energy

Plan (Reference I' has defined objectives designed to lead to energy

,elf sufficiency for Navy shore facilities. Several of these objectives

are to: (1) test and evaludte energy systems to promote self-sufficiency

and/or reduce the demand for liquid hydrocarbons, (2) utilize, where

available, renewable energy sources such as geothermal, wind and solar,

and (3) develop guidelines and decision criteria to implement base-wide

self-sufficiency systems.

In support of this effort, the Navy's Civil Engineering Laboratory

(CEL) at Port Hueneme, California, has undertaken an energy exploratory

development program (Reference 2). Within this program, CEL is evaluating

the use of alternate fuels and other forms of energy as required for the

range of Naval shore activities. In conccrt with this, CEL also initiated

efforts to determine the value of alternate energy systems to the Navy.

In today's energy climate, price and availability of conventional

energy sources has resulted in considerable interest in alternate fuels

and energy systems. Numerous studies and demonstrations are being

sponsored to determine the technical and economic viability of these

systems. The results of these efforts are providing better technical data

and costing information. However, the potential impact of these systems



is still relatively unknown. Economic analysis techniques are required to

estimate the value of emerging technologies to the Navy as well as the

nation.

Economic analyses, of course, are not new. On the national lev, l,

for example, modelers have inwstiqated the market prnetraLi o of a ,ingle

technology to a variety of alternatives (References 3 and 1). Thes,

models are, however, usually very global dealing with large aggregate sets

of data. They consider supply and demand elasticities, impacts of

governmental policy and, in general, model the interrelationships between

the economy and competing energy technologies. Only recently have

modelers characterized in any detail a given energy system, its

relationship to a specific demand, and possible constraints imposed by

environmental regulations.

One approach that considers these factors has been proposed by

Shugar, et al. (Reference 5) specifically for the Navy shore

establishment. Their approach recognized the importance of accurately

modeling a given technology in terms of site specific energy demand and

system efficiencies as well as other site specific factors like

environmental regulations, local weather conditions and land

availability. They also realized the importance of integrated systems in

modeling the decisionmaking process. No one technology will serve the

variety of energy requirements within the operating sphere of the Naval

shore establishment or even at a given Navy base. Competition between

emerging technologies and conventional sources will naturally occur.

Their modeling approach was to look at individual Naval bases and

determine the most cost-effective combinations of conventional and

emerging technologies. They proposed then to sum the results on an

1-2



individual basis providing the necessary information. The optimization

scheme they chose is based primarily on economics, but is also constrained

by amounts of purchasable commercial energy. Mathematically the technique

they chose was linear programming.

The objective of this study was to conduct a survey illustrating

the potential impact of emerging technologies on the energy use within the

Navy shore establishment. This involved developing a survey methodology,

collecting the necessary input data and performing a preliminary survey

for the entire shore establishment.

Our efforts in developing the survey methodology are described in

Section 2. We sought a methodology which would deal with disaggregate

energy use, cost and environmental factors in addition to simulating the

decisionmaking process. This was accomplished by first reviewing the

technique proposed by Shugar, et al. (Reference 5) and making minor

modifications. The advantages and disadvantages of this technique are

described in Section 2. Also included is an overall problem statement,

mathematical description of the optimization scheme, annualized costing

assumptions and, finally, a summary of the overall methodology.

A key element of the methodology was the modeling of the

conventional and alternate energy systems. Characterization of these

systems is described generally in Section 3. We modeled a total of

17 systems spanning a range of energy sources -- from renewable sources

like wind, solar, and refuse derived fuels to conventional sources

utilizing advanced conversion technologies. Examples of advanced systems

included fluidized bed combustion and cogeneration. It was our goal to

estimate as accurately as possible technical and cost information for

1-3



these systems. This information is broken down in detail for each system

in Appendix A.

Another important element of the methodology was to project energy

and other requirements by assembling end use data and site specific

factors. We investigated the energy data currently available on Navy

energy use and tried to disaggregate the data as much as possible. These

efforts are described in Section 4. Uther energy related site specific

factors such as land availability, local weather, coal costs and

availability were also collected and catalogued. The various assumptions

made in handling and modeling these data are also delineated in Section 4.

The remaining sections give preliminary results for various base

cases as well as present conclusions and recomnendations. An analysis of

the top ten Navy users of energy was completed. These results are

summarized in Section 5 and discussed on an individual basis in Appendix

B. Additional bases were also selected and along with the results of the

top ten provided the basis for estimating the impact of alternate energy

sources for the Navy shore establishment. The results of this survey are

presented in Section 6. Conclusions and recommendations resulting from

our efforts in this program are itemized in Section 7.
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SECTION 2

METHODOLOGY

This section describes the survey methodology developed to define

the optimum mix of conventional and emerging energy technologies for the

Navy shore establishment. We placed three primary constraints on the

development of this methodology. First, the technique had to handle

disaggregate energy use data. To a certain extent, the Navy shore

establishment (restricted to shore based facilities) can be viewed as a

microcosm of the nation with energy requirements ranging from residential

heating to industrial use of process steam. We strongly felt that the

only way the technique would be successful was to disaggregate the data

into well-defined energy use sectors. Within these sectors appropriate

technologies could then compete.

Secondly, we placed a strong emphasis on developing as accurately

as possible technical and cost information on emerging technologies. This

time consuming effort resulted in detailed information on system

efficiencies, total system costs (including operating and maintenance

costs), and environmental factors. It also yielded information on

exogenous factors such as land availability, local insolation and wind

data, and fuel supply and associated costs. Again the success of the

entire methodology depended strongly on the availability and accuracy of

this information.
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Third, it was clear that some sort of optimization scheme was

required to simulate the decisionmaking process. We assumed that this

process was based solely on economics; namely, the combination or mix of

technologies yielding the lowest cost was. the best.

How these three constraints were implemented is the subject of this

section. Section 2.1 outlines the overall strategy in developing the

methodology. A brief problem statement is provided along with our reasons

for selecting a nonlinear programming algorithm. The optimization model

is mathematically detailed in Section 2.2. A summary of the overall

methodology is discussed in Section 2.3.

2.1 OVERALL STRATEGY

The Navy is a diverse and large consumer of energy. The Navy shore

establishment consumes approximately 0.4 percent of the total national

energy demand. In FY77, the Navy's demand was estimated to be close to

160 x 1012 Btu. Over half of this demand was for electricity, the

remainder encompassing fuel jil and natural gas (Reference 2). Energy

requirements are needed for family housing, office buildings and a variety

of industrial activities ranging fom machine shops to major ship rework

facilities. The Navy shore establishment, therefore, represents a large

integrated user of energy.

Geographically, the shore establishment is spread throughout the

world with the majority of the bases located in the contiguous United

States. Within the United States there are 125 geographic locations which

range from small space surveillance stations to large complexes, like

Sewells Point, which perform a multitude of services,

The strategy was to build a methodology capable of handling such a

large, diversified energy user. In the following section, a problem
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statement is presented. This is followed by an outline of the selected

methodology and the reasons for selecting this approach.

2.1.1 Problem Statement

The purpose of this study, as previously mentioned, was to estimate

the economic value of alternate energy sources to the entire system of

Navy shore facilities. The problem is stated visually in Figure 2-1. On

the left hand side of the figure, the Navy is represented as an integrated

user of energy. Various activities within the shore establishment require

specific energy. The demand for this energy depends upon the activity or

use and often varies hourly as well as daily and monthly. On the other

side of this figure are various energy sources and conversion systems

capable of supplying the various demands. What was desired was an optimum

match of the energy demand and a set of alternate and conventional energy

sources which would meet this demand.

One could envision, for instance, a variety of systems competing to

supply the total or more appropriately a small subset of the total

demand. Solar heating might supply domestic hot water during periods of

adequate insolation, whereas a conventional steam generating system could

be used as backup as well as the main source for supplying process steam.

This brings up the problem of deciding which energy source or mix of

energy sources is most economical in supplying a particular demand.

The costs of energy sources can be broken down into various

components like initial capital costs, and operating and maintenance

costs. To varying degrees, these costs are dependent on a variety of site

specific factors ranging from local weather patterns, fuel availability

and environmental regulations to site construction factors like soil

conditions and area available for siting. Similarly, energy conversion
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depends on these parameters. This is especially true for solar and wind

conversion systems, but it also applies to more conventional systems.

The problem, therefore, is not only how to best match the demand

requirements but also how to identify technical and site factors which

affect the overall economics.

An example of the information required to perform such an economic

optimization process for a typical Navy facility is illustrated in

Figure 2-2. The Mare Island Naval shipyard located in the San Francisco

Bay area requires steam for industrial uses as well as for space heating

and domestic hot water. Space heating and domestic hot water needs are

also met using fuel oil and natural gas systems. Electricity is used

throughout the base for numerous activities -- machine drives, lighting,

air conditioning, etc.

To determine the optimum match, it is necessary to disaggregate

energy use data as much as possible. In this way appropriate technologies

can compete within these identified energy use sectors. Furthermore,

since the performance of alternate sources depends on site factors, these

must be identified and the information collected and catalogued.

Similarly, technical and cost factors for each competing system must also

be identified and the information collected and catalogued.

Finally, once all these data are assembled, a methodology needs to

be developed to handle all, this information in addition to providing some

rationale for deciding which systems or combination of systems are most

cost effective. This is the subject of the following section.

2.1.2 Modeling Philosophy and Approach

There are several approaches for dealing with the problems

developed in Section 2.1.1. However, one of the key elements in any
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approach is how one models the decisionmaking process. It was our

underlying assumption, as well as that of Shugar, et al. (Reference 5),

that the best approach was to deal strictly on economics. This is the

basis of current Navy procedures as discussed in Reference 6.

As pointed out by Reference 7, this assumption might be too

limiting in the residential sector if the decisionmaking process involves

an aggregate base of consumers. Further, the assumption might also be

slightly incorrect for the, Navy considering the political climate

surrounding several alternatives. Nevertheless, it was not our aim to

model these factors, but rather to leave such considerations to the

dec i sionmaker.

Also, we did not consider the effects of governmental policy --

like investment tax credits, accelerated depreciation or fuel surtax.

These factors, although important in the private sector of our economy,

are not appropriate for the Navy.

In recent years there have been a number of energy models

developed. Simplistically, these models can be divided into two generic

classes: top down and bottom up. Top down modeling refers to those

techniques which deal with aggregate data. They consider supply-demand

relationships for pricing and, in general, capture the aggregate effect of

various scenarios without detail modeling the individual factors which

make up these scenarios. Bottom up modeling, on the other hand, attempts

to disaggregate data into individual elements which have similar

characteristics.

Top Down Modeling

Top down modeling can also be thought of as a macro-economic

approach. The so-called equilibrium models (Reference 4) are examples of
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models which fall into this category. These models simultaneously

consider energy production, distribution and use, generally on a

national scale. The models range in complexity from single to multiple

technologies. The economy can be divided into various sectors depending

on the complexity and emphasis of the modeling scheme. One example might

be the transportation sector. Obviously, this sector is extremely diverse

and complicated, including all types of fuel use from cars to buses to

airplanes. Top down modeling aggregates these data and deals with the

data only in this form. Subelements are, therefore, not modeled; neither

are the individual decisions which might occur within these subelements.

An approach which parallels top down modeling was briefly

considered as an alternative to the methodology suggested by Shugar,

et al. Conceptually, one could divide the Navy into various energy demand

sectors. These sectors could be grouped according to a particular Naval

activity (like a Naval Air Rework Station or Naval Supply Station). It

further could be assumed that these activities are relatively independent

of location -- variations in demand being more dependent on the particular

activity.* In this way, the Navy shore establishment could be considered

in its entirety instead of dealing with individual bases as Shugar, et al.

proposed.

However, even with this approach, we would not have attempted to

model supply-demand relationships and price elasticities. We would have

assumed that fuel prices, for example, are determined by such a

*The demands could also be modified as required for location by
regionalizing parameters such as fuel costs, availability, or
even weather conditions.
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relationship but would have considered them as inputs to the methodology.

Strictly speaking, then, this alternative would only be top down in the

way the energy demand data was handled. Also, we would not have attempted

to model the entire energy process associated with a given activity.

Again, this would differ from the equilibrium models where energy

production, distribution and use are all considered.

The basis of comparison then between the proposed top down modeling

and Shugar, et al.'s approach is in how one constructs the energy demand

sectors. Is it better to disaggregate the energy according to ultimate

end use or handle the data in more aggregate form according to activity?

There are advantages and disadvantages to both approaches. However, we

felt that the best approach was to follow Shugar's intent of considering

individual Navy bases and dividing the energy demand sector into end use

categories.

Our rational for taking this approach is as follows. Generally,

the various activities have common requirements like space heating and

cooling. Therefore, the demands for a particular end use (e.g. steam)

could be spread across many activities. Further, many Navy bases support

several activities and often energy for these activities is supplied from

a central distribution system. In fact, the Navy supplies energy

according to need and not activity even though various activities might

have specific energy requirements.

Another limiting factor with the top down approach is modeling

those technologies which are strongly dependent on local conditions. Both

solar and wind cems fall into this category. Accurately representing

these technologies requires local insolation and wind levels. The top

down approach could deal with this by regionalizing but the actual details
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would be smeared across activities. In the aggregate, the approach would

correctly estimate the penetration of these technologies whereas details

regarding location would be lost.

Bottom Up Modeling

The primary advantage of a bottom up approach is that uses of

energy are disaggregated according to characteristics which have the most

impact on the costs of alternate technologies. It has become common

6
practice to express alternate technology costs as $/10 Btu. These

costs correctly account for life cycle costing including initial capital

cost, operating and maintenance costs as well as the cost of money.

However, comparisons of these costs are only valid when the alternatives

compete for the same end use demand. It makes no sense, for instance; to

compare the cost of electricity to the cost of a steam generating

facility, if the electricity is used for lighting and the steam used for

an industrial process. Conversely, if both forms of energy are used for

space heating, then the comparison is valid.

The key element in this approach is, therefore, segregating the

demand into comparable end use categories. Alternate systems (often

producing alternate energy forms) can compete in these sectors.

There are several approaches for modeling competition in these

sectors. For example, one could determine the costs of all technologies

competing in a given sector. The costs could then be compared simply via

a table or chart. Generally, the lowest cost per delivered energy would

be the best. The problem with this approach, as identified by Shugar, et

alo (Reference 5), is thatit often does not identify an integrated

cost-effective solution. It emphasiz:s single technologies rather than an

integrated solution that emphasizes a combination of technologies.
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I
To avoid simple comparative economics, we considered approaches

which model a mix of alternate technologies. To the best of our knowledge

there are two techniques which fall into this category: (1) optimization

modeling utilizing linear or nonlinear programming, and (2) market

penetration models. A brief overview and comparison of these two

techniques follows.

Market penetration models have recently been developed to estimate

the future markets of emerging technologies (References 7 and 8). The key

elements of these methodologies are:

* Model disaggregate end-use data

* Model costs and energy production of alternate systems

* Compete existing and alternate technologies in appropriate

demand (end-use) sector

s Model appropriate economic, financial and behavioral factors

encompassing the corporate decisionmaking process

The underlying philosophy of these models is to simulate a reasonably

accurate decisionmaking process which selects one alternative over the

next. Cost is the basis of this selection in both references cited.

In Reference 8 the basic methodology was built around a company's

internal rate of return on investment (ROI). ROI functions (or

"investment preference distributions") were developed for various target

industries. These functions predict the percent of companies which would

invest, for this example, in solar at a given ROI. For a given target

industry, the methodology parametrically calculates the percent of process

heat substituted by solar for various ROI's. This, along with the

investment preference function, defines that fraction of the industry

willing to invest as a function of the amount of solar substitution. This
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function is then integrated to determine the expected market share for a

particular industry. The met todology is fairly flexible and can account

for various scenarios regarding fuel price projections and cost of

systems, as well as governmental policy incentives.

A similar aprach was developed by Energy and Environmental

Analysis, Inc. (EEA), They built a methodology to predict the market

penetration of emeiging technologies in the industrial use sector of our

economy (Reference 7). The key element in their approach was to develop

what they called "cost frequency distributions." These distributions are

composed of cost distributions of various technologies competing for a

specific demand and the fraction of all potential users who would

experience a given cost. For example, a technology like waste heat

recovery might have the lowest cost distribution compared to other

technologies, but could only be applied in certain situations.

Competition between technologies is accomplished by a statistical

integration procedure which selects the combination of alternate

technologies yielding the lowest cost for a particular demand. This

results in "nominal market shares" for a given technology. These shares

are then modified to reflect behavioral lag phenomenon associated with new

and/or improving (risky) technologies.

EEA's model as well as that of Reference 8 are dynamic models.

They consider growth projections and increases in fuel prices over a

specific time frame. These factors are, however, exogenous when compared

to equilibrium models where these factors are handled endogenously.

The other alternative in bottom-up modeling is an optimization

procedure using classical techniques of linear programming (LP). This

technique involves the formulation of an objective function which, in this
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case, would minimize the costs of delivered energy for a particular

demand. This function is subject to a variety of constraints which

restricts the solution depending on the limitations defined in the

problem. This type of approach has been used in a variety of applications

including equilibrium models (Reference 4) and economic assessments of

solar energy (Reference 3).

In general, LP techniques model the technologies and associated

costs in more detail than a market penetration approach. Conversely,

market penetration techniques can model cost distributions or, more

generally, the stochastic nature of siting alternates in a variety of

different situations.* Also these approaches are usually dynamic,

taking into account growth factors, retirement of capital, effects of

governmental policy, etc; whereas LP techniques (at least in their

simplest form) tend to be static.

Obviously, there are advantages and disadvantages with either

approach. We selected the LP approach primarily because it could be used

for optimizing the energy supply for a given Navy base. We presumed that

adequate data in the form of end use profiles and technology costs were

available. Thus, the emphasis was more on determining which technologies

would satisfy a specific demand at a specific location.** Secondary output

would be the impact of various technologies for the entire Navy shore
dr

*This can also be accomplished with LP provided the model incorporates
enough detail for a given application.

**Location is particularly important for technologies such as solar and
wind for which costs are strongly dependent on local isolation levels and
wind speed. To a certain extent, the market penetration approach smears
this detail by dealing only with costs for a given demand.
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establishment. This would be accomplished by summing the individual

results for each Navy base. This was essentially the approach proposed by

Shugar, et al. (Reference 5).

In the following section, the optimization model is developed in

more detail. This is followed by assumptions regarding uniform annual

costing and a brief overview of the entire methodology.

2.2 OPTIMIZATION MODEL

2.2.1 The Model for One Demand

As discussed in Section 2.1, the optimization model chosen for this

study is based on the work of Shugar, et al. (Reference 5). This model

was developed to determine the optimal mix (based on minimal cost) of

alternate energy sources for a single demand. The solution of the

mathematicao problem was cast in such a way as to minimize computational

costs, an important factor when many shore facilities are to be surveyed

and sensitivity analyses are to be performed. In this section, the model

of Reference 5 is reproduced for completeness, and then the necessary

modifications which account for more than one demand are presented.

The mathematical model as developed by Shugar, et al., is:

N T

Minimize: fC " a X + C 'Yktk (2-1)
1-1 k-1

N

Subject to: a (t )X D, for all k (2-2)

T

Yk 1 max (2-3)
k-1
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N (2-4)

(2-5)

X o for all i

0 for all k (2-6)

where:

f Total uniform annual cost (UAC) of the mix of alternate energy
systems plus the total annual cost for commercial energy
necessary to supplement base energy demand

xi  Unknown number of alternate energy device i; e.g., number
of 5kW wind turbines or solar collection system in thousands of
square feet

ci = Uniform annual cost (UAC) per unit alternate energy device i

N = Number of different alternate energy devices being considered

co  = Uniform annual cost (UAC) per unit of escalated commercial
energy purchased

Yk = Unknown rate of consumption of commercial energy during the
kth time increment

Atk = Time increment size. For this survey, Atk is one hour of
an average day in a month

T Total number of time increments. For this survey, T = 24/day x
I day/month x 12 months = 288

ai = Performance coefficient (efficiency) for device i in time
increment k obtained from estimated performance curves. Values
used for each device are given in Appendix A.

Dk = Shore facility demand for energy (rate) at time increment k

Lmax = Maximum allowable annual amount of purchased commercial energy

Si = Acreage required for siting one unit of alternate energy
device i

Amax = Real property acreage available for siting alternate energy
devices at a given shore facility.
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Expression (2-1) states that the function to be minimized is the sum of

uniform annual costs of all the alternate energy devices and the commercial

energy purchased. Expression (2-2) requires that the sum of the energy

produced in time increment k by all the alternate energy devices and the

energy supplied by commercial sources meet or exceed the demand.

Expression (2-3) requires that the yearly purchase of commercial energy not

exceed some maximum. Expression (2-4) requires that the acreage available

at the shore facility not be exceeded by the acreage required for all the

alternate energy devices. Constraint (2-5) maintains feasibility of the

solution and constraint (2-6) says, in effect, that excess energy produced

by alternate sources in time increment k cannot be sold to the commercial

supplier.

Noting that expression (2-2) consists of 288 inequalities, Shugar, et

al. (Reference 5), made the following transformation. They first solved (2-2)

for Yk assuming the equality to hold

N

Yk = D k ai(tk)x i  (2-7)
k=1

Then they substituted the above expression into (2-1) to get

I~,~ c ix + C0o1 0k I a~ xA (2-8)

To satisfy the original constraint (2-2), the expression in the brackets

is continuously monitored. When its value becomes negative, it is reset

to zero.
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At this point in the analysis, the unknown vector y has been

eliminated from the objective function but not from constraint (2-3).

Shugar, et al., used the following technique to eliminate this

constraint. During the computation, if the running sum of Yk exceeds

the allowable maximum amount Lmax, the value of co is assigned to be

artificially high. As a consequence, the cost of purchased commercial

energy becomes so high that the optimization program chooses more energy

to be obtained from alternate energy sources.

The above stratagem, together with the technique described in the

previous paragraph, allows the original problem to be stated free of the

unknown vector y as follows:

N T N~
Minimize: f() c cx + Co [Dk - (2-9)

Subject to: > Six i :Amax (2-10)

xi ? 0 for all i (2-11)

This method was investigated by Cooper and Stear (Reference 9) and

found to be mathematically sound. In fact, the problem can be

equivalently cast as an unconstrained optimization problem by using the

Penalty Function method. The new problem is still linear (though in a

piecewise fashion) provided the cost and performance coefficients (ci,

ai) are independent of the size of the system (xi). Further, the

problem remains convex which insures the existence of a global optimum

solution.
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To prevent the optimization scheme from requiring unrealistic

purchases of commercial energy during peak demand periods, we added the

following constraint to the above model:

yk < Ymax (2-12)

This constraint was implemented in a manner similar to that used for

constraint (2-3). The value of Yk is constantly monitored. If it

exceeds Ymax' the value of c0 is set artificially high so that the

optimization scheme looks for a solution in which k does not exceed

max'

2.2.2 Extension of the Model to More Than One Demand

The model described in the previous section was easily extended to

more than one demand by summing the objective function (2-i) and the

constraints over all demands. Doing this and applying the same

simplifications previously described to reduce the number of constraints

gives:

Minimize:

J N 3 T N
Jxc - ZN a . .(tk i Atk (2-13)

j=l i=i j=1 03j k=1 (3 i= 1a kxij

Subject to:

J N
Z X Sij xij Amax (2-14)j=1 i=I

xij > 0 for all i and j (2-15)
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I
where j represents a given demand sector and J the total number of demand

or energy use sectors. All other symbols have the same meaning as

previously defined except that they are now stubscripted to reflect a

particular demand.

As before, the quantity in the braces must be monitored during the

solution. If it becomes negative, it must be reset to zero. Further, the

value of Yk and its running sum must also be monitored for each demand

sector j and prevented from exceeding Y . and Lmax, i max,j'
In summary, extending the model to more than one demand sector

simply involves accounting for the energy in each sector, Dkj, and

correctly incorporating the costs and energy produced for those systems

competing in the various sectors. How this model is used and our

assumptions regarding system modeling, cogeneration and economics of scale

are discussed below.

Except for those technologies which simultaneously supply process

steam and electricity (cogeneration), all systems were characterized for

only one demand. This was riot a limitation of the model, but of our

effort required to model many energy systems. The model could easily

include, for example, systems w' ch supply both process steam and space

heating. Also, as pointed out it Section 4, we did not attempt to

generalize the energy models by identifying similar component

costs/performance coefficients - instead, we choose to define these

parameters on an individual system basis. Further disaggregation might be

considered a viable alternative as the number of systems increase.

For systems that supply energy to more than one sector (e.g.,

cogeneration), the objective function (2-13) requires a separate

accounting for costs within each sector. This is unnecessary since the
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total costs are merely the sum of the individual components. Therefore,

for these type systems only total cost,, were used
J

c .x c X nj )•n~j njIi .j n

On the other hand, performance coeff icients, a ij, were defined tor each

sector.

EconomieCs (iO Stl 11e Were alS0 incorporato(I IrI the tormii I t Ion. 1hitIs

was accomplished by requiringi the cost: coefficient.,,, : . to depend on

the system size, x ij. Although the objective funct ion i , now nonl inear,

convexity is still maintained provided cij increase, a, xsij increases.

This insures the ev i stence of a global optiumm solution. How w,

implemented economies of scale tor individual energy systems is disc(used

in Section 3 and in Appendix A.

2.2.3 cpu t.tion of Uniform Annual Costs

The optimization scheme outlined in the previoun sections requires

calculating the uniform annual cost coefficients for alternate ener(y

systems as well as for conmercial enerqy. These coetficient were

determined using standard economic principles, as delineated below. Also,

a brief description of input parameters for the cost coefficients is given.

FormulatIon

The total cost of a system is composed of the initial capital costs

and the annual costs of operating and maintaining the system. The initial

capital costs are usually one-time expenditures which occur early in a

project and include materials, equipment, installation and startup costs.

Conversely, operating and maintenance costs occur through the life of the

system. These costs include materials, labor, and replacement costs as

well as fuel costs. Equating both of these cost elements requires

converting the costs to an equivalent basis.
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The uniform annual cost technique is one method of converting costs

to an equivalent basis. Basically, this method converts all capital and

operating costs to an annual basi ac(otnting for the time value of

money. Future expeditures are discounted to their present worth.

Mathematically, the net present value (NPV), having constant annual costs

(C), can be expressed as:

N in
NPV : C ( -r) (2-16)

n=1

where

r = discount (interest) rate

N = total number of time periods or system life.

This equation can be simplified by expanding the summation and

substituting. This results in:

N
NPV = C (1 + r) N ] (2-17)

r(1 + r)

The inverse of the term in the brackets is the capital recovery factor.

It is equivalent to the summation above and accounts for the yearly

increase in the value of money over the system life.

A similar derivation can be formulated when the annual costs are

expected to increase by a fixed percent yearly. This is important

especially with the rapid escalation of conventional fuel prices. If vis

the differential inflation rate and r the discount (interest) rate, then
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N n

NPV C 1 ( (2-18)

n=1

Again, this can be simplified as above giving:

NPV = C Ir+ +u N] (2-19)

r -v 1 + r(

Strictly speaking, equation (2-19) is only valid for the case where r >v.

If r = v, then net present value is simply N.

These equations are used to express the total costs (i.e., life

cycle costs) of a system in terms of uniform annual costs. This is done

by accounting for all costs on an annualize basis; i.e.:

r Iniial rI nnual r
= 1 i tsa + I(Mantenance + Fuel

bN1 [Costs J \ Costs bN I\C osts)J 2-0

where

D = + J l 1+vjNjO- r -v)-"Z TF P

[-. l [r+; ]r capital recovery factor

The above formulation is standard and assumes that the uniform

annual costs are applied at the end of each period, n (Reference 10). The

Navy, on the other hand, recommends that average or mid-year factors be

used (Reference 6). The rationale for this is twofold:
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1. Generally after the initial investment, many of the costs are

spread out throughout a year; e.g., labor or operating costs to

operate and maintain the system.

2. The exact times of occurrence of one-time costs in the out

years is not known for sure. These costs could occir at any

time during the year, not necessarily at the end of the ye r.

Thus, averaging tends to smear out potential errors of one-time

investments made at other than the end of a period.

The differences in these two approaches are shown in Table 2-1.

The year end values for the capital recovery factor and the

inflation-discount factor are as defined in equations (2-17) and (2-19),

respectively. The averaging values were derived in a similar matter

except that the initial summations were modified as follows:

bN .!,I n,1 I- - ) (T--F)(2-21)

N n-1 1n]

n +r) + (1 + F) (2-22)n-1 I

where D is the inflation discount factor and accounts for escalation of

fuel prices above the normal interest rate.

The uniform annual costs can then be calculated using equation

(2-20) by correctly applying the average values in Table 2-1 instead of

the year end values.* Equation (2-20) can also be used for calculating

*The current version of the NES code uses year end values:

I.e., equation (2-20)
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the cost coefficients for commercial energy. In this situation, equation

(2-20) reduces to:

C ul]=k 0 [coj 3(2-23)
BN-FCustl FN

Input Parameters and Assumptions

Recall that the cost coefficients, cij, are required for each

alternate system. This implies that the initial, annual maintenance, and

fuel costs must be determined for each system. These costs are estimated

as outlined in Section 3. The detail costs are broken down in Appendix A.

The other parameters required for the cost analysis are the

discount rate, differential inflation rate, and assumed time frame for the

analysis. In the formulation presented above, we have assumed that

economic analysis starts at a base year, 0, and continues for N years. If

the base year is different than year zero for the economic analysis, then

the Individual cost components have to be inflated according to (1 
+ r)n

or (1 + u) n .

In applying this methodology we took 1977 as our base year. This

year was selected because the majority of the cost data for the various

systems as well as commercial energy costs were reported in real 1977

dollars. The analysis was assumed to start in 1985;.thus, all costs were

inflated to this time and then discounted or inflated/discounted over the

system life.

The economic life for this study was 25 years. This is the Naval

Facilities Engineering Command (NAVFAC) guideline for utilities, plants

and utility distribution systems as reported in Reference 6. This
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category also includes investment projects for electricity, water, gas,'

telephone' ant' sim lilar utlti e .; ; ;' " , ''

The'Navy also provides guidelines-for assumed discount and

differential inflation rates. The Navy specifies a discount rate of 10

percent (Reference 6). This is essentially the average value for the

private sector. The justification for using this rate revolves around the

notion that Government investments are funded with money taken from the

private Sector through taxation. Further, these investments are made on

the ultimate behalf of te 'private sector and, therefore, should bear a

rate of return comparable to the investments made in this sector.

The differential inflation rate, as previously discussed, accounts

for the expected difference between the average long-term rate and the

long-term rate for a particular cost element. In our methodology, the

differential inflation rate factors are only applied to fuel costs. Fuel

cost escalation is expected since resources are limited and the demand is

constantly increasing.* The current recommendation for differential

inflation rates was obtained from the Western Division of Naval

Engineering Facilities Command (Reference 11). These values are shown

in Table 2-2.

2.3 MODELING SUMMARY AND OVERALL COOING STRUCTURE

The previous sections have defined the key elements in the survey

methodology -- namely, the nonlinear optimization procedure and the

computation of uniform annual cost coefficients. Our objective here is to

summarize the entire model putting into prespective the various modeling

*The Government has strong affect on the supply-demand relationship

and ultimately the future prices through regulation policies.
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I
TABLE 2-2. DIFFERENTIAL INFLATION RATES

Fuel % Differential Inflation Rate

Coal 5

Fuel oil 8

Natural gas and LDG 8

Electricity:

New England States 7

Pacific Coast States 7

All others 6
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elements. Subsequent sections will further define data regarding energy

systems and assumptions regarding energy demand data.

Figure 2-3 illustrates the survey methodology. As indicated,

various site and technical data are required. lhe site data, including

demand data, are "preprocessed", whereas the majority of the technical

impacts are handled endogenously. This approach was selected in order to

minimize errors in handling the large array of site specific data,

particularly hourly wind and isolation measurements. Our approach was to

preprocess this data and form a smaller subset or data file that could be

easily handled, thus providing a more efficient computational procedure.

The remaining portions of survey methodology were automated into a

computer code -- the Navy Energy Siting (NES) code. This included

programming procedures for handling the energy data file, modeling the 17

alternate energy systems considered in this study, and coding the

optimization and costing previously discussed. Input and output schemes

were also developed. An overall description of the code is given in

Volume II of this report, Naval Energy Siting (NES), Computer Program

User's Manual.
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SECTION 3

GENERAL CHARACTERIZATION OF ENERGY SOURCES

The general structure of the energy source models is illustrated in

Figure 3-1. Information is passed to models as either inputs or

parameters. Data required by a model that varies depending upon location

(e.g., fuel cost, weather data) is labeled as inputs, whereas data that is

independent of location (e.g., capital cost, maintenance cost, and

conversion efficiency) is labeled as parameters. The values of inputs and

parameters are entered into the computer program as input statements.

Therefore, sensitivity of the optimization program to changes in these

values are easily examined without modifying the code.

Given the values for the inputs and parameters, each energy source

model calculates the same set of outputs: annual energy produced, uniform

annual cost, and area requirements.

The following subsections describe the inputs, parameters, and

outputs of the source models, and discuss, in general, the formulas used

to determine outputs. The reader should refer to Appendix A for the

specific equations used by each model to calculate outputs.

3.1 INPUT DATA

Input data refers to information required by the source model that

either varies depending upon the particular site (i.e., insolation, coal

quality), or changes during the running of the optimization program (i.e.,
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the number of systems (xi) of a particular model). Table 3-1 lists the

units of the model systems, and the input data specific to each model.

The size of each energy system was specified so that the energy output

from a unit of any system (xi) is approximately the same. This

stipulation improves the numerical behavior and convergence of the

optimization program, but otherwise is not absolutely necessary.

Insolation and wind velocity input datd must be preprocessed before

use by the NES optimization code. This preprocessing is discussed in

Section 4.2.

3.2 PARAMETERS

Parameters refer to information required by the source model that

is independent of location. Parameters are divided into two categories:

cost and performance.

Cost

Economies of scale were incorporated into, the capital cost of the

energy conversion facility by expressing cost as an exponential function

of size. Thus:

Capital Cost ($) f (3-1)

where:

Cf = Capital cost factor, ($/MBtu/yr)

Q = Plant size (MBtu/yr) or Annual Energy Produced/Load Factor

n = varies from 0.0 to 1.0

The capital cost factor and exponent are determined by curve

fitting actual cost data to this expression. Recommended exponents are

given in Reference 12. The load factor, input as a performance parameter,
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TABLE, 3-1.MODEL INPUTS

Type of Units of the
Model Model System Input Specific to Particular Models

Solar 10,000 ft2  Monthly average insola ion on a
Thermal tilted surface (Btu/ft )

Monthly average ambient temperature
(F)

Solar 1,00qI ft2  ourly insolation on a tracking
Photovoltaic , parabolic trough (Btu/ft2 )

Wind 100,5 kW Hourly wind velocity (mph)
200 kW
1500 kW

ROF (ton/day) refuse Refuse availability (ton/day)
(Refuse
derived
fuel)

Geothermal 1 MW Reservoir size (MBtu)
Reservoir quality (liquid or vapor)
Reservoir temperature (oC)

Coal (to/day) coal Coal availability (ton/day)
Coal quality (Btu/lbm)
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Area available for constructing alternate energy systems on Navy

bases is limited. Depending upon 'the location' area' imitatiols may be a

significant constraint on solar and/or wind energy systems. The product

of the area factor and the number of systems equals the area required by a

particular system:

/Area = Area /NumberRft/system .Factor of (3-2)
fta/St em Systems

3.3 OUTPUT

Each energy source model outputs annual energy produced and uniform

annual cost to the objective function in the main program. This data is

used to determine the optimwu mi'x of alternate energy systems. The

uniform annual cost is calculated based upon initial capital cost, annual

maintenance cost, discount rate, 'and system lifetime (Section 2.2.3). In

addition, are required by each alternate energy system is passed to the

main program. The 'total' area required' by all alternate systems constrains

the objective function as previously indicated in Sections 2.2.1 and 2.2.2.
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SECTION 4

ENERGY DEMAND AND OTHER SITE DATA REQUIREMENTS

The objective of this study was to determine the combination of

alternative energy systems that would meet the energy demands of a Navy

base at lowest cost. Information necessary to accomplish this task was

divided into two categories: (1) model specific data used by the

alternate energy models to calculate performance and cost (i.e.,

efficiency, capital cost), and (2) site specific data input to the energy

models such as refuse availability and weather data. Model specific data

are discussed in Section 3, while site specific data are discussed in this

sec t ion.

Information required by each alternate energy model was listed in

Table 3-1. In contrast to other" site data, energy demand and weather data

at each site vary both with season and with time of day. Consequently,

weather and demand data provided on magnetic tapes were preprocessed

before use by the NES optimization code. Although many energy studies

overlook time variations, matching energy demand with supply is a primary

factor in determining economic teasibility ol sc.lar and wind systems.

Simulation of energy demand ,i weather- (in,, niion and wind velocity) is

discussed in Sections 4.1 anid J., re,,pectivelv.
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4.1 ENERGY DEMAND

Alternate energy systems are designed to produce o ly soecific

types of energy. For example, flat-plate solar-thermal s$ste are

capable of meeting only low temperature thermal requirements. ITherefore,

it is necessary to disaggregate overall Navy energy demand into distinct

energy end uses for which various energy sources can compete. End uses

are determined by tracing the fuels consumed by a Navy base from purchase

to end use. Initially, tis study identified six distinct end' uses,

namely: (I" electVwicity,! (2) ppace cooling, (3) hot water, (4) space

heating, (5) process steam, and (6) pneumatic power.

Defense Energy Infbrmation System (DEIS-2) (Reference 16), and

Utilities Cost Analysis Report (UCAR) (Reference 17) were used to trace

energy from purchase/ to end use.* DEIS-2 lists the quantity of coal,

natural gas elect- icity, and fuel oil purchased each month at a Navy

activity. CAR 4plementl 4is information by iqentifying the energy

produced an delivered on a Navy activity. Electricity, steam, naturalL 1

gas, pneumatc powr, and i slacf cooling are listed ih UCAR.
Unfortnlately, bot UCA and DEIS-2 indicate only intermediate

forms of energy, and not he ui, tim~te eeg n s.Freapeof energy end use. For example,

although steam produced I kno6 from UCAR, the distribution of steam

among hot wter-heting, pace heating, and procst steam end use cannot

be determtnd fr.m either UCAR or DEIS-2. Similarly, although natural gas

is used forispace beating and domestic hot water, its actual distribution

cannot be dqtermined.

*Although the Navy is continually improving the accuracy of its energy
consumption data base, some of the information presently available may be
unreliable due to the diversity of reporting techniques at each Navy base
(Reference 18).
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Figure 4-1 shows the distribution of conventional energy sources

and end uses. Information available from UCAR and DEIS-2 is indicated by

solid lines on Figure 4-1. Only pneumatic power and space cooling end

uses can be explicitly calculated. All other erd uses must be determined

using estimating techniques.

Because of the lack of adequate energy end use information, and the

inaccuracy of energy end use estimating techniques, this study

disaggregated energy demand into three broadly defined energy sectors:

heating, process steam, and electricity (Table 4-1).

TABLE 4-1. ENERGY SECTORS

Energy Demand Energy
Sector End Use

Heating Space heating
Domestic hot water

Process Steam Industria! steam
Shaft power

Electricity Lighting
Appliances
Space cooling
Pneumatic power

4.1.1 Heating Demand

Heating demand includes hot water and space heating requirements at

a Navy base. This demand requires low temperatures, typically less than

150°C, which is well within the capability of solar energy systems.

Although hot water and space heating are incorporated into one demand,

these end uses are determined using two distinct estimating techniques.

These are discussed below.
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Space Heating End Use

Space heating varies monthly, but remidins approximately constant on

an hourly basis. A commnon approach to estimating space heating is to

calculate the heat loss from buildings, Heat loss can be expressed as:

( hA l) (4-1)

where

h = Heat loss coefficient (2- MBtu da.)
(t- degree day

A = Exposed building area (ft 2

D = Degree days

Unfortunately, heat loss coefficients depend significantly on the type of

building material (brick versus wood) and th, a OUnf. ,f insulation. This

information is not readily aviijable from cijs-i, Navy data. As a result,

this study uses a more global approach to ,.,t .l.tino pace heating

requirements.

Figure 4-2 illustrates a typical annual thermdj energy demand

profile consisting of hot water, process steam, and space heating demand

(Reference 19). We assumed that hot water and process steam demand remain

approximately constant throughout the year. Therefore, annual variations

in thermal energy demand correspond directly to changes in monthly space

heating requirements. In other words, monthly thermal energy demand in

excess of the minimum monthly demand during a year is attributed entirely

to space heating. Stated algf,"iraically:
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(Space Heating) i 7 TEi - TE minimum

where:

TEi = Thermal energy demand during month i (]06Btu/month)

TEminimum Thermal energy demand during the month of minimum demand

Monthly thermal energy demand equals the sum of monthly fuel

consumption (available on DEIS-2) converted to energy end use using

typical conversion efficiencies and distribution losses. This result must

be further reduced to account for the fraction of purchased fuels used to

produce electricity (available on UCAR). Thus, thermal energy demand is

expressed by:

TE. i o conv [(Natural 1a~ + (Fuel Oil), + (Coal)J Fel

where:

i = month

17loss Distf :bution lossec L ,Livered Energy
- h = ?i6-ceT-nergy

= 90 percent ( i. e. , 10 perc ent 1 nsses)
Produced Energ

r7 conv = Conversion Efficiency -rcduase- u-e-T

= 80 percent (References 20 and 21)

(Natural Gas) i  Consumption of natural gas during month i taken
from DEIS-2 (j0 6 Btu/month)

(Fuel Oil)i Consumption of fuel oil during month i taken
from D)EIS-2 (106 BtuI/mcnth)

(Coal)i Consumption of coal Jurinq month i taken from
DEIS-2 (106Btu/month)

Fe Amount of fuel used to produce electricity
obtained from UCAR (l06Btu/month)
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Hot Water

Hot water demand is assumed to remain constant on both a monthly

and hourly basis. Hot water demand is a direct function of the resident

and nonres isnt-population-on-a.Ny.base.-.Erom the Navy.s.U-tjli ty Target

Manual (Reference 20) monthly hot water demand is calculated as:

Hot Water Demand ( onth/ HF (residents*) + (nonresidents* (4-2)

where:
HF heati106 Btu

HF =heating fact r ,person/month )

/106 Btu
Hot water heating factors vary from 0.75 to 1.5 person/month depending

on the wa ter temperature required and the annual volume of water used

106 Btu
(Referenc s 20 and 21). A typical value of 1.0 o t was assumedperson/monthwaasue
for this study.

4.1.2 Process Steam

Prbcess steam refers to the steam used for industrial purposes
exclusive of'steii use4 fortspa d hCting ln6C ai ts steam

demand is fairly constant on a monthl'y basis, but varies on an hourly

basis. Therefore, the process steam demand for each month is assumed to

equal the delivirod-theifIl enft rdurin t$Oe minimum demand month minus

the hot water demand (see Section 4.1.1 and Figure 4-2):

Process Steam Dehand (106 Btu) - TEminimum - IW (4-3)

*These data were obtained either from Reference 22 or by calling the Navy

Installation.
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i

where:

TEminimum = Thermal energy demand during July ( 0 B

106 BtuHW Hot water demand (-month-
month

A typical hourly process steam demand profiIe was taken from the

Battelle's Sewells Point Naval Complex Study (Reference 18) and is

illustrated in Figure 4-3. Although this daily demand profile may vary

depending upon seasonal industrial activity, for simplicity we have

neglected this variation.

4.1.3 Electricity I.

As shown in Figure 4-1, electrical demand includes electricity

supplied to appliances and lighting, as well as to electrical air

conditioners and pneumatic pow:r. Electrira lomand varies on both a

monthly and hourly bdc is. Month'/ electric;' !miand is simply calculated

as the sum of purchased electr!city (availib h oo DIS-2), and electricity

produced from steam generators on the Navy base. Thus, monthly electrical

demand is calculated as:

Delivered Electrical Energy km--o-Wt-H hr

+ (Prcl'tceI Electricity).

for month i where:

Produced Electricity = '11E Fe

nEl = Conversion efficiency = 30 percent

Fe = Amount ,if fiel used to produce electricity

-- taken from UCAR

1- 9
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Figure 4-3. Process steam demand proft .
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Navy hourly electrical demand profiles have been documented by the

Naval Weapons Center (Refereree 23) and hy a 19/7 Battelle study

(Reference 15). Al though th', d, I y (hin,(l prot i lo probcably var ies from

winter to summer, fto in in iti il analysis we have neglected this

variation. A typical electri,A, demand profilrn is displayed in Figure 4-4.

4.2 WEATHER DATA

Accurate simulation of solar and wind energy performance requires

accurate simulation of weather. Meteorological data tapes list hourly

total insolation on a horizontal surface, hourly average wind velocities,

and hourly ambient temperatures. This informaition is 3vailable from sites

throughout the U.S. for various years. Insola ion and wind velocity data

were preprocessed to yield monthly average val!ps from which average

hourly profiles were generated. Although this procedure is not accurate

for a particular hou (fOr" ex pple, IX0 on i, wary 111", when used

iteratively over a year, it Yi adequately oi'nnlate a typical year of

weather. Similarly, monthly av(.rage ambient Wm'deratures were determined

and supplied as input to the snlar thermal model (see Appendix A,

Section A.5.2).

4.2.1 Insolation

For this study, desiqn ut the ;olar Uie.,;il energy system includes

a simple flat-plate collector, which absorK, total (direct and diffuse)

incident radiation. The solar thermal model, based upon the f-chart

modeling technique (see Appendix A.5.2), assumke- a 1- to 2-day thermal

storage capacity which allow ,  -nergy output to vary independently of solar

(hourly) input. As a result, the solair thermail model requires only

average values of monthly in,,molation on a flit-plate (see Figur( 4-5).

For maximum absorption, flat-plates should be tilted at an angle to the

4-11



C))

co 4-

- 0
S.-

CL

I-L

w 60 -W

4o12

I - = 2



* 4-I

.4
cxl: *4 -! C

Lii

cZ uJ C) 4TT

c') :r cf~ v

i.

.4'
4,
SI, I-
'C'

LI
-:1-- TI

- -~ 4,

LU C J

- I *-.t: 9-- 4 '4

Li.

-F [Li I ~*~' -~

~' L' Lii -~ ) 5,
-

T
IT 4 F -. 'S

4-,

I'
4,

'I

~ LU C
5'

?r
9-- 'X ~*

Lii ~J 45,

C-S :-
5,-S

1'
5, 5

I'S

T ..J >- 4

.4? .. J
~) O~..
~- 7:'4
(~~) CT) .- I
.- ij r

C "'S

.1 I



horizon equal to the latitude plus or minus 10 degrees corresponding to

th, wi ntr 9 uer, respecielv. A procedure deyveloped by Duffie and

Beckman (Reference 24) was used to convert total radiation on a horizontal

surface to total radiation on a tilted surface.

The photovoltaic system consists of a concentrating collector which

absorbs only direct incident radiation. Presently, no method exists for

economically storing.electrical energy. Therefore, in contrast to the

solar thermal moel,i.the, perfouance of the solar photovoltaic model is

strongly dependent on hourly insolation. A technique developed by Liu and

Jordan (Reference 25) was used to convert monthly average insolation into

the required hourly insolation. This hourly insolation profile is

illustrated in Figure 4-6.

We choose not to use the actual hourly insolation data since these

data are valid for only 1 year and as such do not potentially represent

typical values over a 25-year lifetime. Instead, by converting the actual

hourly data to monthly averages and then hourly averages we hope to dampen

out fluctuations unique to the year of the data. This procedure should,

therefore, yield hourly data which are more representative of an average

year. Unfortunately, this approach also tends to mask the impact of cloud

cover.

4.2.2 Wind Data

Wind velocity varies significantly depending upon the terrain and

the seasonal changes in weather patterns at a particular site. Wind

ordinarily exhibits a seasonal as well as diurnal pattern. Further, wind

generator power is proportional to the cube of the wind velocity.

Obviously, wind generator performance is very sensitive to simulated wind

velocity profiles.
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Wind can be described by constructing velocity distribution curves

where the average velocity and hour of peak velocity are specified as

parameters for each month (Figure 4-7). A yearly distribution of wind

velocities (i.e., number of hours wind velocity exceeds a given velocity)

is also used. An example of an hourly distribution curve is shown in

Figure 4-8. This curve was generated by distributing the corresponding

annual duration curve (see Figure 4-9) about the hour of peak velocity.

The curve is then adjusted so that the area under the hourly curve lis

equal to the average velocity,.

The average wind velocity of the.diurnal wind velocity profile is

changed by adding incremental amounts of velocity to each hour. This

allows adjustment of the velocity profile to. the designated monthly

average windspeed. In analytical form, this can be expressed as:

V(Tmax + j) Vj+(Vi ave (4-5)

'f (Tmax + J) < tn V(Tma x + j) =0

where:

V(Tma x + J) = wind velocity at time Tmax + j

V. - wind velocity at time j based upon the annual

velocity distribution curve

J o+ ito 12 u em"

Vi  - monthly average velocity during month i

rave - annual average velocity
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Figure 4-8. Hourly wind distribution curve.
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For example, the average wind velocity during January may be 10

mph, and the average peak velocity may occur at 1600 hours. The wind

velocity, then, would be distributed symmetrically about the peak hour at

the given monthly average velocity.
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SECTION 5

EVALUATION OF THE TOP TEN ENERGY CONSUMERS

In the United States, there are approximately 125 Naval

geographical locations situated primarily on the East, West, ano Gulf

Coasts. Energy consumption varies tremendously throughout these

locations. For example, in FY-75, the Navy complex in Norfolk, Virginia

consumed 10.9 x 1012 Btu/year of fuel, whereas the weapons detachment in

Ft. Lauderdale, Florida consumed only 0.01 x 1012 Btu/year. However, a

few large activities consume the bulk of the Navy energy demand. In

particular, as illustrated in Fiqure 5-1, the 10 largest bases account for

nearly 44 percent of the total energy used by the Naval shore

establishment (limited to the Continental U.S., Hawaii, ind Alaska).

To supplement its energy conservation proqram, the Navy is

investigating alternate energy sources as methods for reducing energy

consumption, energy cost, and dependence on petroleum fuels. Implementing

alternate energy systems at large Navy bases can potentially net a

significant overall reduction in conventional energy consuiption.

Furthermore, larger bases are able to support correspondingly larger

energy systems which, due to economies of scale, can provide energy at

lower cost. Therefore, siting alternate energy systems at the top ten

energy consumers can realize a substantial reduction in consumption of

petroleum based products as well as substantial cost savings.
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*Demand refers to energy used,

not fuel consumed

10. UU

Ifr,

02 6.0

4.00 
Top 10 - 44 percent

Top 20 *62.3 percent

lop 4U 82.4 percent

I III II I I' 1

0.00 20.00 40.00 60.00 80.00 100.00 120.00 140.Uo

Accumulated total energy demand* (1012 Btu/hr)

Figure 5-1. Total energy demand -- energy used, not fuel consumed -- for
the Naval Shore Establishment in the United States (Reference 26).
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Our objective here is to describe the results obtained from the NES

computer code for the top ten energy consumers. Site data for these bases

are discussed in Section 5.1 and include energy demand, energy

availability, and cost data. The results are presented in Section 5.2.

5.1 SITE DATA

At each Navy base, alternate energy systems compete with

conventional energy systems to meet total energy demand at minimum cost.

The optimum mix of systems is determined by the NES computer program.

Table 5-1 lists the alternate energy systems currently modeled in the NES

code. The computer program was designed so that the user can easily

expand this list of energy systems. Energy demand not satisfied by

alternate energy systems is met by conventional sources: oil-fired

boilers for the heating and steam sectors, and utility-purchased

electricity for the electrical sector. For each of these systems, we

identified fuel and land area availability, as well as capital and

operating costs. These data, along with our assumptions, are Further

discussed below.

5.1.1 Energy Demand

Energy demand at each base was disagqregated into three end use

categories: heating, process steam, and electricity. Following the

procedure outlined in Section 4.1, fuel consumption (natural gas, fuel

oil, coal, and electricity) given in DEIS-2 (Reference 16) was converted

into energy demand. The portion of process tein used to generate

electricity was determined from UCAR (Reference 17). Table 5-2 lists the

energy demand for the Navy's top ten energy consumers. Note that the

values given refer to actual delivered energy. Thus, heating demand was

calculated by multiplying fuel consumption by 80 percent efficiency.

5-3



TABLE 5-1, ALTERNATE ENERGY SYSTEMS t

Energy Use Energy System

Heating Refuse Derived Fuel (ROF)
Fluidized Bed Combustion (FBC)
Conventional Coal Combustion (CCC)
Solar Thermal

Process Steam RDF
FBC
CCC
Cogenerat iona

Geothermal

Electricity RDF
FBC
CCC
Cogenerationa
Solar Photovoltaic
5-kW Wind
200-kW Wind
1500-kW Wind
Geothermal

aThe cogeneration system consists of a coal-fired
boiler which produces steam, to drive a back-pressure
steam turbine. Exhaust steam is used for process
applications.
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Similarly, for process steam fue-lconsumption was multiplied by8O0percent

and 90 percent accounting for conversion efficiency and distribution

losses, respectively (Section 4.1.1). Electricity is either purchased or

generated using process steam. Purchased electricity involves no

conversion energy loss, whereas for on-base generated electricity we

assumed a 30 percent conversion efficiency.

Heating demand consists of space heatinq and domestic hot water

demand. The procedure for estimating this demand is discussed in

Section 4.1.1. Hot water demand was estimated based upon resident and

nonresident populations given in Reference 22. As a first approximation,

the heating demand was assumed constant on a daily basis, but to vary

annually depending upon the season. As expected, heating demand is

largest at northeast locales such as Norfolk and smallest at the southern

locales such as Pensacola.,

At Navy bases, process. steam supports industrial activities such as

ship and aircraft rework facilities. 'Consequently, steam demand at each

site varies depending upon the particular activities at each base. In

contrast to heating demand, process steam demand remains constant for each

month but varies considerably during the day in response to the daily work

cycle. Battelle (Reference 15) developed a typical daily steam demand

profile based upon data given in the Navy's "Utilities Target Manual"

(Reference 20). This profile, illustrated in.Figure 5-2, was applied to

all ten bases.

As mentioned previously, electrical power is either purchased from

a local utility company or generated on-base using process steam. The

fraction of process steam used to produce electricity is listed in
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Table 5-2. Electrical demand varies both on a monthly and daily basis.

Monthly purchases of electricity are available from DEIS-2.

Daily electrical demand profiles during the summer and winter for

the top ten bases were documented by the Naval Weapons Center

(Reference 23). For each base, the summer and %inter demand profiles were

averaged to yield one daily demand profile. Analogous to the process

steam profile, electrical demand profiles reflect the daily work cycle.

An example for Portsmouth, Virginia is given in Figure 5-3.

5.1.2 Energy Availability

Refuse available for use by RDF energy systems was restricted to

combustible refuse generated by the respective Navy bases. This excludes

refuse potentially available from nearby communities. For example, the

Norfolk Naval Complex generates 120 tons/day of refuse. An additional 800

to 900 tons/day are available from the city of Norfolk, but this source

was not considered. Refuse available at each of the top ten energy

consumers is given in Table 5-3 (Reference 27). We assumed that RDF could

be used for the combined requirements of heating, process steam, and

electricity.

Coal supplies three types of combustion systems: fluidized bed

combustion, conventional (grate) combustion, and coal-fired cogeneration.

FBC and conventional coal combustion compete separately in the heating,

process steam, and electricity energy sectors, whereas cogeneration

simultaneously delivers process steam and electricity. For simplicity, we

assumed that an unlimited supply of coal is available at each base.

Realistically, the capacity of rail, truck, and barge transportation

networks constrain coal supply. However, coal use may be restricted in

areas which violate current federal air quality standards (nonattainment
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areas). For this study, we further stipulated that a Navy base cannot

employ coal combustion systems unless the air quality control region

(AQCR) in which the base is located meets proposed federal standards. In

addition, all coal combustion systems were modeled (performance and cost)

to include pollution control equipment capable of meeting proposed federal

stationary source standards for boilers larger than 250 MBtu/hr* (see

Table 5-4). Flue gas desulfurization (FGD), electrostatic precipitators

(ESP), and staged combustion (SC) were selected to control SOX,

particulates and NOx emissions, respectively.

TABLE 5-4. PROPOSED FEDERAL STATIONARY SOURCE STANDARDS (Reference 28)

Pollutant Proposed Standard

SOx  1.2 Ibm/10 6 Btu coal burned

Particulates 0.03 lbm/106 Btu

NOx 0.50 Ibm/106 Btu -- Subbituminous coal
0.60 lbm/106 Btu -- Bituminous coal

Among the top ten energy consumers, San Diego, Charleston, and New London

do not currently meet proposed federal air quality standards (see

Table 5-3) and therefore with our assumptions cannot utilize coal

combustion systems (Reference 29).

*Although most Navy boilers are smaller than 250 MBtu/hr, it was assumed
as a worst case that the same standards would apply to the smaller boiler
sizes.

5-11



LI

Insolaion and wind data were extracted from magnetic ta6es

compiled at CEL and made available to us. These data were preprocessed

into a form compatible with the NES optimization program. Techniques for

reducing the data were described earlier in Section 4.2. Table 5-3 lists

average insolation and wind velocity for the top ten consumers.

Geothermal energy was considered a viable alternate energy source

for the process steam and electric demand sectors. Due to the extremely

site specific nature of low temperature geothermal sources (e.g., shallow

wells) and subsequent lack of a general energy model, low-grade geothermal

energy was not considered a competitor in the heating demand sector. At

all the top ten energy consumers except Pearl Harbor, potential geothermal

reservoirs were either nonexistent or located too far from the base.

Pertinent geothermal data are tabulated in Table 5-5. Although a

geothermal reservoir lies within 15 miles of Pearl Harbor, unfortunately

the site 'is not owned by the Navy and therefore was not considered.

The amount of land available for siting solar and wind systems is

limited.' Only stable land with no vertical restrictions was considered.

Marshland, for example, was excluded." Reference 23 identified available

land at the top ten consumers. This information is sumarized in

Table 5-3.

Finally, no coAstraints were placed on the purchase of electricity

or fuel oil (LMAx =,o refer to Section 2.2). We let the code select

the optimum purchases of these conventional energy sources.

5.1.3 Energy Costs

Economic analysis of all energy sources assumes a system life of 25

years with the optimum solution implemented in 1985. All capital and fuel

costs were escalated to this base year and are reported in real 1977
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TABLE 5-5. GEOTHERMAL DATA FOR THE TOP TEN ENERGY CONSUMERSa

Thermal
Geothermal Proximity Subsurface Potpntial

Navy Activity Site (miles) Temp (oC) (100 Btu)

Norfolk, VA None -- --.

San Diego, CA Salton Sea 95 340 83.33 x 109
Heber 95 190 43.65 x 109

Philadelphia, PA None -- --

Charleston, SC None -- --.

Pearl Harbor, HI Lualualei 15 150 1.19 x 109

Great Lakes, IL None -- --

Portsmouth, VA None ....

Pensacola, FL North Gulf 150 to 675 No specific information.
Very little potential.

Bremerton, WA Mt. Baker 90 165 0.794 x 109
Mt. Ranier 65 170 0.794 x 109

Glacier Park 120 165 0.794 x 109

New London, CT None -- --

aReference 30.
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dollars.. Capital ,costs are discounted at 1Q percent. over the pystem

lifetime, whereas fuel costr* are ,inflated at,dif.ferential rates ,

recommended by NAVFAC.. The differentia inflation rates currently used.i,n

the code are itemized in Table 2-2 and are repeated here for convenience

in Table 5-6.

TABLE 5-6. ENERGY ESCALATION RATES

Fuel % Differential Inflation Rate

Coal 5
Fuel oil 8
Natural gas and LPG 8
Electricity:

New England states 7
Pacific coast 7
All other states 6

Conventional energy costs for heating (space and hot water) as well

as process steam were based upon decentralized boilers fired with low

sulfur, No. 6 fuel oil. Fuel costs were differentiated according to three

geographical regions: northeast, midwest-southeast, and west. For these

regions, 1985 costs were $2.89, $2.97, and $2.87/106 Btu, respectively.

Fuel oil costs assigned to each Navy base are listed in Table 5-7.

For electricity costs we used actual electric prices charged by

utility companies in 1977 to the various Navy bases. Electric costs are

compiled in Reference 31. As recomended by NAVFAC, 1977 prices were

inflated at 6 or 7 percent (depending upon the location) to yield 1985

electricity costs as given in Table 5-7. For the top ten energy

consumers, electric costs vary widely from $25/MWh at Bremerton,

Washington to $64/4Wh at Portsmouth, Virginia.
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TABLE 5-7. ENERGY COSTS a FOR THE TOP TEN ENERGY CONSUMERS

No. 6 Fuel Oil Electricity Coal
Ref. 32 Ref. 31 Ref. 32, 33, 34, 35

Site
Sulfur

Cogt Cost Co t Content
($/10 Btu) ($/MWh) ($/10g Btu) (Low/High)

Norfolk, VA 2.89 43.51 1.58 High

San Diego, CA 2.87 63.23 1.60 Low

Philadelphia, PA 2.89 52.28 1.58 High

Charleston, SC 2.97 43.83 1.58 High

Pearl Harbor, HIb 4.40 55.67 --

Great Lakes, IL 2.97 40.32 1.33 High

Portsmouth, VA 2.89 63.91 1.58 High

Pensacola, FL 2.89 44.95 1.60 Low

Bremerton, WA 2.89 24.57 1.60 Low

New London, CT 2.89 52.58 1.58 High

aAll costs are for 1985 expressed in real 1977 dollars.
bFor Pearl Harbor, the cost for No. 6 fuel oil taken from
Reference 36. It is assumed that coal cannot be economically
delivered to Hawaii.
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Analogous to fuel oil cost, coal costs were differentiated

according to northeast, midwest-southeast, and western regions. Delivered

1985 costs assuming rail transportation in the contiguous U.S. are $1.58,

$1.33, and $1.60/106 Btu, respectively. Cost data were taken primarily

from Reference 32 and verified using information from References 33, 34,

and 35. Coal costs for the top ten energy consumers are also listed in

Table 5-7.

All other costs such as capital equipment costs or operating and

maintenance costs were computed with the algorithms currently in the

code. See Appendix A for additional details.

5.2 RESULTS OF THE TOP TEN ENERGY CONSUMERS

5.2.1 Overview

Energy modelers typically compare only a single alternate energy

source to existing conventional energy sources. Their approach often

fails to identify the full economic potential of implementing a mix of

alternate systems. However, the NES optimization program, developed in

this study, not only compares energy costs of a set of alternate systems,

but determines the optimum mix of both cunventional and alternate energy

systems.

As discussed previously, energy demand at each base was

disaggregated into three energy-use categories: heating, process steam,

and electricity. Various energy systems associated with each category

compete on an economic basis ($/106 Btu) to meet total energy demand.

Cogeneration models allow single systems to compete across energy-use

sectors. Energy demand varies both daily and annually. The NES

optimization code matches energy supplied by a mix of alternative and

conventional energy sources to the energy demand at a particular base.
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Matching supply and demand is particularly critical in determining the

economic viability of photovoltaic and wind systems whose output depends

entirely on daily and annual variations in insolation and wind velocity.

The optimum mix of systems satisfies total energy demand at minimum cost

within the constraints on land area available for plant siting and

censtraints on fuel available for use by various generic groups of

alternate energy systems (i.e., coal for coal conversion processes and

refuse for ROF facilities).

The NES code assumes that the entire optimum mix of energy systems

will be implemented simultaneously in the year 1985. This would require

substantial, if not unattainable, funding during 1985. Realistically,

systems would be commissioned in sequence of cost effectiveness at rates

compatible with Navy investment schedules. Furthermore, gradual

deployment of alternate energy systems would enable financial returns from

systems built initially to be used as funding for subsequent systems. In

addition, potential reductions in capital cost and improvements in

performance due to innovation may encourage delaying implementation of

certain systems to a later year. For example, a breakthrough in silica

technology would substantially reduce costs of photovoltaic cells. The

primary objective of this study was to identify cost-effective alternate

energy sources, regardless of investment criteria. The NES code not only

identifies potential systems, but also provides comparative energy cost

data upon which investment decisions can be made.

The following subsections describe the impact of various alternate

energy systems at the Navy's top ten energy consumers. In this

discussion, emphasis was placed on overall trends indicated by aggregating

the results of all ten bases. The actual mix of systems for
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each base as determined by the NES code is tabulated and further discussed

in Appendix B.

5.2.2 Evaluation of Alternate Ener y_sts

Refuse Derived Fuel

Although RDF is a relatively inexpensive method of producing heat

and low pressure process steam. it is not capable of producing high

pressure steam required for process steam applications and electrical

generation at efficiencies competitive with coal combustion systems. Fuel

to electricity efficiency of ROF is 23 percent, whereas efficiency for

coal combustion systems is 36 percent. Consequently, RDF is cost

effective primarily in the heating and process steam sectors, but not the

electric sector. Also, because RDF systems have no economies of scale,

they are more cost competitive relative to coal systems at small demands.

This is clearly illustrated in Fi gure 5-4 which compares energy costs in

the heating sector for FBC, conventional coal, and RDF systems. Energy! I
costs of coal combustion systems/ rise ra~idly at small system sizes due to

economies of scale, whereas RDFicosts 1r constant with size at

$4.08/10 Btu. Thus, for east nd )clregions (coal cost equals

$1.58 and $1.60/106 Btu, resp4Otivelyl:RDF is cost effective at system

sizes less than 1.1 x i012 Bt9/year"'

A similar analysis ho1ds trde' for the steam sector. As illustrated

in Figure 5-5 for eastern a~d wegiern coal, RDF is cost effective at

system sizes below 1.0 x 102 4 tu/year.

V

*This may change in the future as more systems are built (see Appendix A).
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Finally, although RDF is cost competitive at smaller sizes, its

actual penetration into an energy sector is limited by constraints on

available refuse at the various Navy bases (see Table 5-3). Therefore, in

some cases, it may be economical to import refuse from local communities

to support larger RDF facilities.

Fluidized Bed Combustion FBC__ndqeneration

Fluidized bed combustion was modeled to compete in all three energy

use sectors. For the Navy's top ten energy consumers, FBC dominates

larger demands in the heating, process steam and electricity energy

sectors. As discussed above, ROF is FBC's primary competitor in the

heating sector. However, in the process steam and electricity sector, FBC

competes with a cogeneration system that simultaneously delivers both

process steam and electricity. Although conventional coal competes in the

electricity and steam sectors, and wind and photovoltaic systems compete

in the electricity sector, all produce more expensive energy than either

FBC or cogeneration systems.

For this study, the cogeneration steam topping cycle was modeled to

deliver a fixed ratio of steam to electricity -- specifically, 6.5 Btu

steam per 1 Btu electricity. For the top ten energy consumers, process

steam demand was approximately equivalent to electrical demand (see

Table 5-2). Consequently, the size of the cogeneration system is

constrained by the magnitude of the steam demand and it typically supplies

only a fraction of the electrical demand. Electrical demand not satisfied

by cogeneration is met by FBC and commercial purchases of electricity.

Practically, a cogeneration system should be designed to accommodate

substantial portions of both demands.
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As discussed earlier, the NES optimization code minimizes total

energy cost. Therefore, to meet the combined requirements for proCess

steam and electricity, tWo sepatate .FBC systems (electricity and steam)

compete with a combination of cogeneration and FBC-electric systems. The

most cost-effective combination of systems depends on a number of

parameters:

* Absolute size of the steam and electrical demands -- both

cogeneration and FBC have economies of scale; therefore, energy

cost delivered by each system depends on system size

9 Relative magnitude of each demand -- for the cogeneration-FBC

electric combination, FBC is sized to meet the electrical

demand not supplied by cogeneration. Thus, a high steam to

electricity demand ratio requires only a small FBC-electric

system which substantially increases energy cost.

9 Cost of conventional energy -- each alternate energy system

reduces cost for energy by reducing the use of expensive

oil-fired boilers and purchases of commercial electricity. The

net savings depends on the difference between alternate energy

cost ($/10 6 Btu) and conventional energy cost ($/106 Btu)

within each energy use sector. Restated, for a given cost of

alternate energy, greater savings occur at higher conventional

energy cost. The optimum (least cost) mix of systems then

depends on the energy cost of oil-fired boilers and commercial

electricity at each particular location.

The optimum combination of FBC/cogeneration systems depends on a

number of interrelated variables. Computer analysis is required to

identify the minimum cost solution. Results of the NES code reveal that
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cogeneration and FBC-electric systems are most cost-effective for sites

with a steam demand approximately equal in size to the electrical demand.

However, for steam to electrical demand ratios greater than 2.0, two

separate FBC systems are more cost effective. This is because of the

larger economies of scale for FBC systems in the combined steam-electric

sectors as compared to cogeneration systems.

Conventional Coal Combustion

At the magnitude of demand of the top ten energy consumers, energy

from conventional coal combustion systems was more expensive than energy

produced by both RDF and FBC systems. This is shown in Figures 5-4

and 5-5. Consequently, conventional coal combustion does not penetrate

any of the three energy use sectors even through it is only $1.0/106 Btu

more expensive than FBC.

Solar

Performance of the photovoltaic system depends upon the insolation

at a particular site. Energy cost varied from $50/106 Btu at Pearl

Harbor, Hawaii to $105/106 Btu at Bremerton, Washington. These costs

are well above the general price of $25 to $30/106 Btu charged for

utility electricity.

Solar thermal systems produce energy to meet heating demand.

Again, energy cost varies depending upon insolation, and ranged from $11

to $20/106 Btu at Pearl Harbor and Bremerton, respectively. Except for

Pearl Harbor, solar thermal energy was higher than the typical price of

$10/106 Btu for heat produced by oil-fired boilers. At Pearl Harbor,

through, the solar thermal system proved cost effective, delivering

0.06 x 101 2 Btu/year.
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Wind

Three sizeSof wind ehergy §ystems wre' mbdeled in' this study:

5 kW, 200 kW, and 1500 kW. Because performance of wind systems is a

function of the cube of velocity, cost of wind generated electricity

varies widely depending upon the wind velocity at each location. For the

top ten energy consumers, wind energy cost ranged from a high of

$1150/106 Btu at San Diego to a low of $28/106 Btu at Pearl Harbor.

Electricity costs were generally between $25 to $75/106 Btu higher than

utility produced electricity except at Pearl Harbor where a 1500 kW wind

system economically delivered 0.29 x 1012 Btu/year of electricity.

Geothermal

As indicated in Table 5-5, none of the top ten energy consumers

were within close proximity of potential geothermal reservoirs.

Consequently, geothermal energy was not considered.

5.2.3 Sumary

Table 5-8 presents a sumary of the results for the top ten energy

consumers. The results are for systems which would be implemented in 1985

and have a 25-year economic t ife' All costs are reported ih '1977 dollars

and include effects of inflation on fuel prices as well as equipment and

maintenance costs. Fuether, all costs are levelized according to the

procedures outlined:in Sectioh 2.2.3,'

In the aggregate, thee results indicate that. the Navy could

realize a savings of $97.5 million per year by investing an additional

$246 million in alternate energy systems. This results in slightly more

than a 2-year payback. The savings are achieved by displacing 2.5 x 106

barrels of oil per year and instead using 460 tons/day of refuse and 3250
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tons/day of coal.* Reducing the amounts of oil consumed and cmmercial r,,

electricity purchased results- i50 perenserf-sufft.cienc.,.

The largest cost savings, is obtained by investing in on-base.

electrical generation equipment. Out of the 97.5 million, $67 million is

saved by displacing commercial purchases of electricity.

This surprising result is a consequence of the large cost

difference between alternate systems and commercial purchases. This

difference is affected by the differential inflation rates for electricity

and especially for coal.- Two other contributions are cogeneration. (which

is "free" in this sector) and the relatively flat characteristics of the

demand sector.

Most of the commercial purchases of electricity are at the four

bases which, due to nonattainment, are excluded from burning coal.

Electrical requirements at these bases nearly total all the commercial

purchases shown in Table 5-8. The remaining mix of selected systems (RDF,

FBC, wind and cogeneration) meet the demand without relying on expensive

comerci al purchases.

The second largest savings are achieved in the steam sector --

approximately $18 million per year. Most of these savings are realized by

converting from oil-fired boilers to coal (FBC and cogeneration). RDF

systems also contribute a small amount. As indicated in Table 5-8, most

of the savings are due to differences in fuel costs.

*For these analyses, we assumed that oil-fired systems are the only systems
currently used by the Navy. Costs of natural-gas-fired (or other) systems
would be approximately the same as oil-fired systems.
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The least savings are obtained in the heating sector -- $12

million/year. The primary difference between this sector and steam is the

requirement for considerably larger "peaking" capacity. The results

indicate that this sector is not as flat as either steam or electricity

and the cheapest mix is obtained by adding oil-fired boilers instead of

larger size coal-fired units.

Nonattainment significantly affects the potential savings for the

top ten consumers. Three bases fall into our definition of

nonattainment: New London, San Diego and Charleston. Pearl Harbor is

also excluded from using coal because of prohibitive transportation

costs. RDF is, therefore, the only viable system (solar and wind are

economical at Pearl Harbor) and most of the demand for these bases is

satisfied by either oil-fired systems or commercially supplied

electricity. In the heating sector, 6358 x 109 Btu/yr is supplied by

oil-fired boilers. Slightly less than half of this (2900 x 109 Btu/hr)

is a result of nonattainment. In the steam and electrical sectors the

effect is even greater: 4060 compared to 4910 x 109 Btu/hr for steam

and 3900 compared to 4187 x 10 Btu/hr for electricity.

Some indication of the imrortance of converting to less expensive

fuels is also shown in Table 5-8. By 1985 the Navy will be paying nearly

$480 million per year just to operate and maintain 10 bases. This number,

of course, depends strongly on the assumed escalation rates.

Nevertheless, all attempts should be made to reduce these costs, either by

reducing the demand (conservation) or converting to cheaper sources of

energy.

Although the results show impressive savings, there are many

uncertainties in the analysis which require future investigation. For
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exmple, assumed values of differential inflation rates greatly affpctjhe

overall mix of systems and ultimately the potental savings,. Ot.qr

factors are the energy sectors (a~curacy of data and effe~t of dividing

into three sectors), site data, and system costings. The sensitivity of

solutions to these variables should be determined.

It should be emphasized that aggregate results such as those

presented here provide an overall picture, but do not provide enough

information. A lot of the systems are very close in cost and the results

of the methodology are therefore best used on a case-by-case basis.

Fortunately, the code and methodology were built around this premise.
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SECTION 6

NAVY-WIDE IMPACT OF ALTERNATE ENERGY SYSTEMS

The Navy's top ten energy consumers can markedly reduce energy

costs by a mix of alternate and conventional energy sources. However,

this requires substantial capital investment in RDF, FBC, and cogeneration

energy systems. Investment in alternate energy systems at the Navy's

remaining 115 bases can also further reduce total energy costs.

The NES computer code was used to determine the optimum mix of

energy systems at the Navy's top ten energy consumers. This code could

also be used to evaluate each of the other 115 bases, but this approach

has two distinct disadvantages. First, it requires massive assembly of

site specific data such as hourly insolation and wind velocity, monthly

fuel consumption, annual refuse generation, and resident/nonresident

population -- a time consuming and expensive task. Second, adequate data

were not readily available for this study.

An alternative approach is to perform an optimization analysis for

a selected set of Navy facilities which are representative of the entire

Navy shore establishment. Analysis of the top ten energy consumers (see

Section 5) revealed that the mix of energy systems at each base depends

primarily on the magnitude of the energy use sectors, and, to a lesser

extent, on site specific information such as weather and demand

variations. This occurs for three reasons: (1) energy cost for
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competitive systems (FBC, RDF, and cogeneration) varies strongly with size

due to economies of scale, (2.).energy, cost for wind andsolar systems

which depends on site specific weather data was typically twice that of

coal or refuse systems and, therefore, was never cost competitive (except

at Pearl Harbor), and (3) daily demand variations were assumed the same

for all bases. Consequently, the results of the top ten energy consumers

can be applied to other bases of similar size without serious loss of

accuracy.

The mix of energy systems for smaller bases (less than the top ten)

can be estimated by extrapolating results from a select sample of smaller

bases. Kingsville, Texas; Glenview, Illinois; Atlanta, Georgia; and Fort

Lauderdale, Florida were selected as the sample bases for the smaller

energy consumers. The selection criteria and the results of the NES code

for these bases are discussed in Section 6.1. In Section 6.2, these

results are extended to all small Navy bases and then incorporated with

results from the top ten energy consumers to yield a complete survey.

6.1 RESULTS FOR THE SAMPLE BASES

A set of sample bases which represents all small Navy bases must

provide information concerning market penetration (percent demand met by

alternate energy systems), delivered energy cost, and capital investment

requirements. A comprehensive approach would require analysis of a number

of bases distributed evenly over the entire range of fuel consumption;

specifically, 3.4 to 0.01 x 1012 Btu/year. This was beyond the scope of

the present study. Instead, we chose to investigate a small sample of

bases with demands less than 1.0 x 1012 Btu/year. These results were

then used to extrapolate the mix of alternate energy systems for the range

of smaller bases.
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Potential sample bases with demands less than 1.0 x 1012 Btu/year

were screened based upon the availability of weather and fuel consumption

data. Table 6-1 lists the selected set of Navy bases. The remainder of

this section describes the site data and results of the NES optimization

code for these bases.

6.1.1 Site Data

Alternate energy systems compete with conventional energy systems

within three energy-use sectors (heating, proce.- steam, electricity) to

meet total energy demand at minimum cost. The optimum mix of systems is

determined by the NES computer code. Input required by the computer program

includes energy demand, weather, and cost data. These are discussed below.

Energy Demand

The method for converting fuel consumption into disaggregate energy

demand was discussed previously in Section 4.1, and reviewed in

Section 5.1 for the top ten energy consumers. An analogous procedure was

followed for the sample bases. DEIS-2 (Reference 16) lists fuel

consumption at each base, while UCAR (Reference 17) identifies the

fraction of process steam used to produce electricity. None of the sample

bases generate their own electricity. During the day, heating demand is

constant whereas both process steam and electricity vary. The diurnal

process steam profile used for the top ten consumers was again employed

for the sample bases.* Diurnal electrical demand profiles for the top ten

consumers were tabulated in Reference 21. Unfortunately, the same

profiles are not readily available for the sample bases. Therefore,

*These assumptions might be inaccurate for these smaller bases. Future
investigations are needed to verify and/or develop better assumptions.
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TABLE 6-1. ENERGY DEMAND FOR THE SAMPLE BASES

Annual Energy Vemanda (FY 1976)

Process Total
Site Heating Steam Electricity Demand

(109 Btu/yr) (109 Btu/yr) (109 MWh/yr) (109 Btu/yr)

Naval Air Station at
Kingsville, TX 26.98 50.45 28.9 176.1

Naval Air Station at
Glenview, IL 152.7 85.06 8.11 265.5

Naval Air Station at
Atlanta, GA 18.69 8.21 4.86 43.4

Naval Surface Weapons
Center Detachment at I
Fort Lauderdale, FL / 0.47 0.46 1.08 4.63

aValues for energy deman refer to delivered energy, calculated by
reducing fuel consumpti6n by conversion efficiency and distribution
losses.
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as an approximation, an electrical demand profile for the sample bases was

generated by averaging the protilt!s at the top ten bases.* This profile

is illustrated in Figure 6-1.

Energy Availabi1lt

Refuse available for RDI eneroy ,ystems wis restricted to

combustible refuse generated by the respective Noivy bases. The amount of

available refuse was determined by contacting the public works department

at each base. The results are given in Table 6-2.

Among the top ten energy consumers, we assumed an unlimited supply

of coal was available for each sample base. However, we further

stipulated that a base located in an area which violates current federal

air quality standards cannot employ coal combustion systems. For sample

bases, Glenview, Illinois does not meet air quality standards and,

therefore, cannot use coal (Reference 35).

Table 6-2 also lists aver, qe insolation and wind velocity for the

sample bases. Insolation and wind data were extracted fron maqnetic tapes

and preprocessed using techniques described In Section 4.2.

No geothermal reservoirs are located aZ any of the sample bases.

Therefore, geothermal enerqy was not considered an alternate energy source.
Land available for sitinq enerqy systems was determined by

contacting each Navy activity directly. Only stable land with no vertical

restrictions was considered (see Table 6-2).

*These assumptions might be Inaccurate for these smaller bases. Future
investigations are needed to verify and/or develop better assumptions.

6-5



0. 054

0.052-

0.050-

0.048-

0. 046-

0.044

v0.042-

.~0.040-

S0.038-

±0.036-

0.034

0.032-

0.030

0 2 4 6 a 10 1? 14 16 18 20 22 24
Time (hours)

Figure 6-1. Average electrical demand profile.
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Costs

Economic analysis of all energy systems assumes a system life of

25 years with capital cost discounted at 10 percent. All capital and fuel

costs were escalated to 1985 and are reported in real 1977 dollars.

For the sample bases, 1985 costs for fuel oil and coal were $2.97

and $1.60/106 Btu, respectively. These costs were inflated at

corresponding differential rates of 8 and 5 percent. For electricity

costs we used actual electric prices charged by utility companies in

1977. These prices were inflated at 6 percent to yield 1985 electricity

costs given in Table 6-3.

All other costs such as capital, operation and maintenance cost for

the alternative energy systems are discussed in Appendix A.

6.1.2 Results

A detailed NES code evaluation for each sample base is tabulated in

Appendix B. These data were summed to yield the totals presented in

Table 6-4. Trends indicated by Table 6-4 are discussed below.

In the heating sector, RDF is capable of satisfying 7.5 percent of

the demand with the remaining portion met by conventional oil-fired

boilers. Coal combustion systems (FBC and conventional) did not supply

any heat because at small sizes, their energy cost ($6.5 to $10/10 6 Btu)

is much higher than that of RDF ($4.08/106 Btu).

In the process steam sector, RDF, cogeneration, and oil-fired

boilers met 5, 34, and 61 percent of the demand, respectively. Although

ROF was not expected to supply process steam, at Glenview coal combustion

was prohibited due to nonattainment, and it was more cost effective for

RDF to supply steam rather than heat.
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TABLE 6-3. ENERGY COST FOR THE SAMPLE BASES

No. 6 Fuel Oil Electricity Coal
Ref. 32 Ref. 31 Ref. 32, 33, 34, 35

Site
Sulfur

Co~ta  Costa Cogta Content
(S/100 Btu) ($/MWh) ($/100 Btu) (Low/High)

Kingsville, TX 2.97 48.77 1.60 High

Glenview, IL 2.97 34.27 1.60 High

Atlanta, GA 2.97 45.58 1.60 High

Fort Lauderdale, FL 2.97 52.92 1.60 High

aAll costs are for 1985 expressed in real 1977 dollars.
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For small demand characteristics of the sample bases, conventional

coal systems generate electricity at a cheaper price ($13/106 Btu) than

FBC systems ($15/106 Btu). Therefore, conventional coal combustion

rather than FBC together with cogeneration meet a substantial portion of

the electrical demand (in contrast to the top ten consumers).

Conventional combustion and cogeneration meet 66 and 7 percent of the

demand, while the remaining portion is purchased from utility companies.

These results demonstrate the Navy can realize substantial energy

cost savings by investing in alternate energy systems at smaller bases.

For the sample analyzed, implementing alternate systems can realize a 4.5

year return on investment compared to approximately 2 years for top ten

energy consumers. This difference can be attributed to economies of scale

for these various systems -- the capital cost per energy produced for the

top ten consumers is less when'compared to the smaller bases.

6.2 SURVEY RESULTS

The ten largest Navy bases together account for 44 percent of the

total energy demand throughout the shore establishment (limited to the

Continental U.S., Hawaii, and Alaska). The NES computer code determined

the optimum mix of alternate energy systems for these bases. The

remaining 56 percent of the demand is used by 115 smaller bases. In this

section, the sample results are extrapolated and combined with the top ten

results giving the potential impact of alternate systems Navy-wide.

6.2.1 Mix of Energy Systtms for Smaller Bases

The NES results shown in Table 6-4 were used to determine the mix

of alternate energy systems for the smaller bases. As Indicated by the

results of Table 6-4, FBC systems are not cost effective at smaller

demands. This is In contrast to the top ten consumers where FBC and
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cogeneration dominated all three sectors (see Section 5). Other trends

inferred by both the results summarized in Table 6-4 and those of the top

ten energy consumers are:

e RDF meets a substantial portion of the heating demand, while

the system size is limited by available refuse

* Of the alternatives, cogeneration dominates the process steam

demand

* Cogeneration, conventional coal combustion, and commercial

purchases combine to meet electrical demand

* Performance of solar and wind energy systems varies widely

depending upon location. Thus, each base must be evaluated

individually to determine the economic feasibility of solar and

wind systems. In general, based on results from the top ten

consumers, average daily insolation must be greater than

1800 Btu/ft2 , and average wind velocity must be in excess of

13 mph for solar and wind systems to be cost effective relative

to conventional sources.

* High temperature geothermal reservoirs capable of supporting

electrical or process steam exist at only two locations --

Adak, Alaska and China Lake, California. Since these are the

only sources, we neglected high temperature geothermal as a

possiole alternative. Further, low temperature sources

(shallow-wells) were also neglected in the space heating sector

because of the site-specific nature of this potential source.

6.2.2 Penetration of Alternate Systems for Smaller Bases

The preceding analysis identified ROF, cogeneration and conventional

coal combustion systems as the most cost-effective alternatives to
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oil-fired boilers or commercial purchases of electricity. Solar, wind and

geothermal systems were neglected, even though these systems may be cost

effective at some bases.*

To estimate the potential impact of RDF, cogeneration and

conventional coal combustion, it is necessary to estimate the demand in

each energy-use sector and to estimate the mix of systems in each sector.

The energy demand was determined by using the aggregate results for the

top ten. As shown in Table 5-8, the energy demand is split almost equally

across all three sectors: 37 percent for heating, 33 percent for steam,

and 29 percent for electricity. This distribution was also verified

Navy-wide from the fuel consumption data presented in Reference 2.

The following assumptions were made regarding the mix of energy

systems:

1. Heating Sector:

e 10 percent ROF

e 90 percent oil-fired boilers

2. Steam Sector:

9 80 percent cogeneration

* 20 percent oil-fired boilers

3. Electrical Sector:

* 15 percent cogeneration

e 75 percent conventional coal

* 10 percent commercial purchases

*The overall impact of these systems is small based on the results of the
top ten and four sample bases.
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This mix was selected based on our interpretation of the NES results for

the top ten and four sample bases. A key factor in interpreting these

results was our assumption that coal could be used at all small bases.

Based on results of the sample bases, RDF meets approximately 10

percent of the heating demand. Here, we assumed RDF is limited only to

the heating sector, and refuse availability limits its penetration.

Actually, according to the NES results, RDF could probably penetrate all

three sectors -- depending on site specific energy costs.

Again, based on the sample results, coal-fired cogeneration systems

supply slightly more than 80 percent of the process steam requirements.

This system is the most economical because it also meets some fraction of

the electrical demands. However, this assumption might be too high for

several reasons. First, smaller bases are generally not centralized in

energy use, so the application of cogeneration systems might not be

practical. Second, small bases might fall in nonattainment regions and

would be excluded from burning coal. Overall, our assumption is probably

high and, therefore, indicates the maximum potential input for the small

bases.

In the electrical sector, we assumed that the demand could be met

by a combination of cogeneration, conventional cell combustion, and

commercial purchases. Again, the mix selected is based on the results for

the sample bases assuming coal was not excluded. All the results obtained

so far using the NES code show that due to the high costs of commercial

electricity, large potential savings can be made by minimizing purchases

of commercial electricity. Again, our assumptions probably represent the

maximum potential impact.
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6.2.3 Results

Given the mix of energy systems and their market penetration into

each of the three energy sectors, the energy models described in Appendix A

were used to calculate capital cost, fuel requirements (based upon system

efficiency), and operation and maintenance cost of the various energy

systems. Capital cost per unit of energy output varies with system size

due to economies of scale. Thus, for the range of system sizes evaluated

in the survey, capital costs were weighted according to demand.

For the survey, fuel oil, coal, and electricity prices were assumed

to be $2.97, $1.60, and $30.9/106 Btu, respectively. These correspond

to typical midwest prices.

Uniform annual cost for each competitive system was calculated

based upon the formulation described in Section 2.2.3. Uniform annual

cost together with energy delivered by each energy source yields the

comparative cost of energy for the survey bases. These results are given

in Table 6-s. Implementing these systems requires an additional

investment of $505 million in alternate energy systems at smaller bases

(smaller than the top ten). The results indicate the Navy can potentially

save $242 million per year and reduce oil consumption by 3.09 million

barrels/year, but would require 2852 ton/day of coal and 868 ton/day of

refuse.

As described earlier, solar and wind systems are cost effective at

only a few locatiuns. The survey approach adopted by this study failed to

determine the actual penetration of these alternatives. However, Navy

activities that could potentially support economic wind systems include

San Bruno, Pearl Harbor, China Lake, Boston, Nantucket, and Corpus

Christi. Navy activities that could potentially rupport economic solar
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systems include Pearl Harbor, Barbers Point, and Honolulu in Hawaii; and

El Centro and China Lake in California. A detailed analysis of these

bases by the NES optimization code is recommended.

Similarly, the potential for geothermal energy should be assessed

at Adak, Alaska and China Lake, California.

6.2.4 Summary

The survey bases and the top ten energy consumers together

constitute a complete evaluation of alternate energy systems for the

entire Navy shore establishment. The combination of the top ten results

and the results given in Table 6-5 indicate that the Navy as a whole can

save $340 million per year by investing an additional $751 million,

yielding an average 2.2-year return on investment. The aggregate of these

systems would consume 1328 ton/day of refuse and 6102 ton/day of coal, but

would reduce oil consumption by 5.6 million barrels per year. This result

assumes that all alternate systems are implemented simultaneously in

1985. Realistically, various energy systems would be gradually phased in

over several years.
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SECTION 7

CONCLUSIONS AND RECOMMENDATIONS

In developing the NE'S optimization code, emphasis was placed in

three primary areas: (1) site-specific data, (2) technical and cost data

for alternate systems and (3) a procedure for simulating the

decisionmaking process. We felt it was critical to select a methodology

which would incorporate disaggregated energy demand data as well as other

important site characteristics. In this manner, optimum mixes of

alternate and conventional energy sources coull W determined based on

meeting the required demands and minimizing D,)eail energy costs.

We considered two approaches: nonline3r programming and market

penetration analysis. Both approaches deal with disaggregate end use

data. Nonlinear programming tends to give discrete solutions, whereas a

market penetration approach provides a distribution of possible

solutions. A nonlinear optimization program determines the type and size

of both alternative and conventional energy sources which meet energy-use

requirements at minimum cost given site characteristics such as fuel costs,

demand variations, and fuel availability. In contrast, market penetration

analysis identifies cost distributions of technologies considering again

specific site factors and then computes appropriate technologies in

specific service sectors. The result is a distribution of viable (not

necessarily optimal) alternatives competing within the service sector.
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The nonlinear programming approach was selected in this study

because it is quantitative and conceptually simpler than a inirket

penetration analysis. Further, this approach also provides a tool in the

form of a computer program capable of identifying criteria at the local

level that determine the economic feasihility of alternate energy

systems. For example, the NLS optimial lon code can delormine the

viability of photovol tIa ic systems hy mat chi n9 da Iv e lvtr i (a 1 4lt4,1d(1 and

insolation profiles; strictly a site specific phenomena.

A total of 17 alternate energy systems were conceptualized and

incorporated in the NES code. These systems compete a.ainst convent innal

energy sources in heating, process steam and electrical admand sctors'.

Enerqy sources for these systems included wind. solar, coal, i-eluse

derived fuels, and geoLhermal.

Two analyses were performed using the developed procodure: a

detailed evaluation for the Navy' s top ten energy consiuerN andI a Nivy-

wide estimate of the impact of alternate %y',tem . rh Nivy-wide ,et iinate (

was completed in considerably less detail than th, top t,,n t,,j lI and

indicates our Ibest guess of potent ial savill by conve, I t(o alternate

sources of enerqgy.

With any oI)t iniz at ion techn ique. avss nlpt ion-, to ,ic r,

simplify the analy- i . The asstmpt ions and result i nq I itni i at ion,, ad'opted

in this study are:

# Total ener(ly cost (can he reduced hy using cost-etioct v

alternate energy systems (solar, FBC, etc.) or eploying onrgy

conservat ion nva sures. Although altern ate enet, gy syst eiis Wert,

modeled, in this study cooservat ion was not. Subsequent
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analysis of Navy bases should evaluate the impact of

conservation measures relative to alternate energy systems.

* Alternate energy systems were modeled as central powerplants

that distribute heat, process steam, and electricity to various

end-users. We further assumed that a distribution system with

sufficient physical life exists at each base. Therefore,

capital investment in a new distribution system was not

required. Clearly, at bases without existing or sufficient

distribution networks, either decentralized energy systems must

be employed or cost for a distribution system must be included

in the cost of a central powerplant. Neither of these options

were included in the current code.

* In the heating and process steam sectors, alternate energy

systems were compared against the costs of conventional

oil-firpd units. For comparison, we included total replacement

costs (initial capital as well as recurring and nonrecurring

costs). All potential savings reflect the cost differential

between these replacement costs and respective alternate energy

costs.

* In the electrical sector, costs of alternate systems were

compared against actual commercial purchases for a given base.

Actual electrical prices were appropriately inflated and

discounted over the analysis time frame (1985 to 2010).

a The NES optimization program is a static rather than dynamic

economic model. Thus, implementation of cost-effective

alternative energy systems was assumed to occur simultaneously

in 1985. Realistically, energy systems would be gradually
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phased into operation over a period of time compatible with

established Navy investment scenarios. In fact, potential

reductions in capital cost and improvements in performance of

energy systems due to innovation may encourage delaying

implementation of certain systems to a later year. In

addition, "behavioral lag" resulting from a reluctance to

invest in new, innovative technologies may further postpone

construction of energy systems, but this also was not

considered.

7.1 CONCLUSIONS

One objective of this study was to estimate the impact of alternate

systems for the entire Navy shore establishment. Two analyses were

performed to estimate this impact: a detailed analysis of the Navy's top

ten energy consumers and a detailed analysis of four smaller bases.

The top ten bases account for nearly 44 percent of the demand

required by the Navy, whereas the remaining 115 activities require

56 percent of the demand. The smaller bases range in size from

3 x 1012 Btu/yr to 0.01 x 1012 Btu/yr. For the smaller activities, we

selected four representative locations and used the NES code to predict

the most cost-effective mix of alternate systems. These results were then

combined and extrapolated based on the aggregate demand for the smaller

bases.

An estimate of the potential impact for the shore establishment was

determined by combining the top ten results and the extrapolated results

for the smaller bases. Based on the assumptions for this analysis and our

interpretation of the results, the combined results probably represent the

maximum potential impact.

7-4



Conclusions are presented in terms of overall trends, top ten

results, and combined Navy-wide results. The economic parameters for each

analysis were unchanged. The time frame for analyses was 1985 to 2010

(25-year system life). The discount rate was 10 percent and differential

inflation rates (applied to fuel only) were as recommended by the Navy.

7.1.1 Overall Trends

Coal systems were found to be the most cost effective in all three

demand sectors. This result is not too surprising since the coal costs

are considerably less than other conventional sources of energy. The

methodology, however, quantifies the amount used and where coal-fired

systems are most cost effective.
-..- --

The largest cost savings are obtained in the electrical sector. In

all solutions it was more cost effective to use alternate energy systems

to generate on-base electricity instead of purchasing from local

utilities. The optimization procedure is driven to this result because of

the large price difference between coal systems (primarily fuel costs) and

commercial electricity prices.

Displacing conventional oil-fired units in the heating or steam

sectors is considerably less cost effective than displacing commercial

purchases of electricity. The steam sector is slightly better than the

heating sector because of cogeneration. The optimization procedure is

driven to this result because of the relative differences in fuel costs;

oil and coal being comparable in costs while electricity is considerably

higher.

In all '-ree sectors conventional sources (oil-fired or commercial

electricity) bupply some portion of the demand. Because of the variations

in demand, it is more cost effective to use conventional sources as
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peaking units. This essentially reduces the size, and therefore, the

capital costs of the alternate systems competing in the demand sector.

In general, solar and wind energy systems are not economically

feasible in the time frame considered (1985 to 2010). Based on results

from the top ten energy consumers, average daily insolation must be

greater than 1800 Btu/ft2 , and average annual wind velocity must be in

excess of 13 mph for solar and wind systems to be cost effective relative

to conventional sources.

7.1.2 Top Ten Results

Investing $246 million in alternate energy sources at the Navy's

top ten energy consumers can realize a savings of approximately

$97 million per year yielding a return on investment of 2.5 years. This

would reduce oil consumption by 2.5 million barrels per year, but would

consume 460 ton/day of refuse and 3250 ton/day of coal.

The optimum mix of alternate and conventional energy systems for

the top ten energy consumers was:

* RDF, FBC, and oil-fired boilers satisfy space heating and hot

water demand

e Cogeneration (coal-fired steam topping cycle), FBC, and

commercial purchases meet electrical demand

* Cogeneration, FBC, and oil-fired boilers satisfy steam demand

7.1.3 Navy-Wide Results

Based on a sample survey and the top ten results, the total Navy

shore establishment can save $340 million per year by investing

$751 million in alternative energy systems yielding a 2.2-year return on

investment. This would reduce oil consumption by 5.6 million barrels per

year and would consume 1328 ton/day of refuse and 6100 ton/day of coal.
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Therefore, self-sufficiency from foreign supplies of fuel oil is cost

effective.

For small Navy bases (smaller than the top ten energy consumers),

the optimum mix of alternate and conventional energy systems was:

e RDF and oil-fired boilers satisfy the space heating and hot

water demand

* Cogeneration, conventional coal combustion, and oil-fired

boilers satisfy process steam demand

o Cogeneration (coal-fired steam topping cycle) and commercial

purchases meet the electrical demand

7.2 RECOMMENDATIONS

The results obtained during this study illustrate the large

potential savings that can be achieved by converting to alternate energy

systems. These savings reflect the impact of inflation on fuel prices and

illustrate that the Navy will be paying considerably more for energy in

the future.

The results quantify -- based on the economic assumptions -- a

minimum cost approach. The aggregate results give overall trends

regarding the mix of alternate systems. However, of the 17 systems

modeled, many were not cost competitive. Further, those that were cost

effective might not be optimum (cogeneration, for example). Future

studies should examine variations of those systems which were cost

effective.

The optimum mix of energy systems at each Navy base depends upon a

number of site-specific factors including the magnitude of the energy

demand, seasonal and daily demand variations, insolation and wind

velocity, fuel cost (coal and electricity), differential fuel inflation

7-7
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rates, and fuel availability (refuse and coal). The sensitivity of our

results to changes in these parameters was not examined; particularly

variations in fuel cost and fuel differential inflation rates whi'ch may

significantly alter the final results. The sensitivity of the solution to

these changes should be investigated. Similarly, sensitivity of the

optimum solution to changes in specific energy system parameters such as

efficiency, capital cost, and operation cost should be examined.

Because energy end-use data was not readily available, energy

demand was disaggregated into three broadly defined energy-use sectors:

space heating and hot water, process steam, and electricity. Further

disaggregation into commercial, industrial, and residential end-use would

better simulate actual energy use and thereby improve accuracy of the NES

optimization code but would require substantial expansion of the existing

UCAR and DEIS-2 energy demand data bases. This option should be

considered.

The impact of alternate energy sources at the entire Navy shore

establishment was estimated by combining the results from analyses of the

ten largest energy consumers and the extrapolated results based on a

sample of four small (energy demand less than 1.0 x 1012 Btu/yr) bases.

These results should be confirmed by analyzing additional bases

distributed in size between these extremes.

Performance and cost of alternate energy systems were based on best

estimates available at the time of the study. As potential energy systems

are commercialized and more accurate data are available, existing models

should be updated accordingly, and the list of energy systems expanded.
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APPENDIX A

COST AND PERFORMANCE CHARACTERIZATION

OF ALTERNATE ENERGY SYSTEMS
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Appendix A discusses in detail the conventional and alternate

energy systems modeled in the NES optimization program. For each system,

the energy conversion process is described, relevant cost and performance

data is tabulated, and the equations used by the NES code to simulate

energy system operation are given.
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A.1 CONVENTIONAL ENERGY SOURCES

The Navy Energy Siting (NES) optimization code separates energy

demand into three end-use categories: heating, process steam, and

electricity. Various energy systems associated with each energy-use

sector compete on an economic basis ($/106 Btu) with conventional

systems to meet demand at minimum cost. This approach assumes energy

consumption is constant from year to year (reduction in demand by

conservation is not considered an option), and all energy demand is

satisfied. Thus, demand for conventional energy equals that portion of

the total energy demand not met by alternative energy sources. As such,

conventional energy sources serve in a peaking capacity, typically at low

capacity factors (ratio of actual energy produced to potential energy

produced).

This section describes the conventional energy systems which

compete in the three energy use sectors.

Space Heating and Hot Water

Presently, space heating and hot water at Navy bases is supplied by

either decentralized boilers or central powerplants, each fired with

either natural gas or fuel oil. Many of these decentralized boilers are

old and inefficient (Reference A-i). This study assumed that all existing

boilers will be replaced with modern, decentralized boilers fired with

Number 6 fuel oil.

Heating demand varies tremendously during the year in response to

seasonal variations. However, this study stipulated that the entire

heating demand must be satisfied by either alternative energy sources or

oil-fired boilers. Consequently, boilers must be sized to meet the

maximum hourly peak demand (106 Btu/hr) remaining after alternative
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energy systems have contributed to the heating sector. Thus, on the

average, only 50 percent of boiler capacity is required. Boiler

efficiency (ratio of heat output to Btu content of fuel oil input) was

assumed to be 80 percent.

Analogous to investment in alternative energy sources, the boiler

capital cost is depreciated at a 10 percent discount rate over a 25-year

lifetime (see Section 3.3). Cost and peformance data are listed in

Table A-I.

A.1.2 Process Steam

Currently, process steam is supplied by either a central powerplant

or decentralized boilers, depending upon the requirements of a particular

base. As in the approach taken for the heating sector, this study assumed

that all existing steam equipment is replaced by decentralized boilers

fired with Number 6 fuel oil. Similarly, boilers were sized to meet the

maximum hourly peak demand remaining after alternative energy systems have

contributed to the process steam sector.

Again, capital cost is depreciated over a 25-year system life.

Table A-i describes cost and performance data for the process steam equipment.

A.I.3 Electricity

Electrical demand not met by alternative energy sources is

purchased from local utility companies at rates suggested by CEL, Port

Hueneme. As recommended by NAVFAC, electricity costs were inflated at a

differential rate of 6 percent/year.

Electricity is assumed to be available in unlimited supply, and no

penalty is charged for electricity consumption during periods of peak

demand. Actually, cost for peakingpower may be substantially higher than

baseload power. However, this variation in cost was neglected.
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A.2 REFUSE DERIVED FUEL (RDF)

A.2.1 Introduction

Refuse can be used as an energy source either directly, as in

incineration, to produce steam; or indirectly, as in pyrolysis, to produce

a gaseous or liquid fuel. In broad terms, refuse refers to residential

and commercial garbage, agricultural and industrial waste, discarded

package material (wooden crates), and forestry residue (biomass). Unless

otherwise stated, this report will define refuse as solid municipal

garbage produced by a Navy base or refuse available from sources

neighboring the base (within a 15-mile radius). Liquid waste will not be

considered. Municipal refuse typically consists of 70 to 90 percent

combustibles such as paper, wood, and plastic; the remainder consists of

noncombustibles such as glass, ferrous metals, and aluminum. On the

average, refuse has an energy content of approximately 4,500 Btu/Ibm

(Reference A-2).

Incineration, pyrolysis, anaerobic digestion, and combustion can be

used to recover energy from solid wastes -nd residues. The simplest and

most economical approach is to incinerate the refuse in a waterwalled

combustion chamber to produce steam. Pyrolysis is the thermal

decomposition of organic compounds in the absence or near absence of

oxygen. Pyrolysis yields a low Btu gas (150 Btu/ft3 ) consisting of

hydrogen, methane, and carbon dioxide or a liquid with a heat content

approximately 65 percent of No. 6 fuel oil. Thus, pyrolysis produces a

storable fuel. Anaerobic digestion is the decomposition of refuse by

bacteria into equal quantities of methane and carbon dioxide. Although

proven technically on an experimental basis, anaerobic digestion has not

been tested commercially.
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In addition to the methods described above, refuse can be co-

combusted with coal or natural gas in utility powerplants. This requires

modification of the boiler fuel feed system and ash removal equipment to

handle the increased flowrate of low-density reiuse. This study chose to

model the incineration of prepared solid refuse to meet process steam,

heating, and electrical demands because the technology is proven, and

commercial facilities are available to provide adequate capital cost,

operating cost, and performance data. A detailed description of the model

used is given in the remaining portion of this section.

A.2.2 Process Description for RDF

Figure A-1 illustrates the process flow diagram for a refuse-fired

waterwalled boiler. A municipal garbage truck delivers refuse which is

initially separated by an air classifier, according to density, into

combustibles and noncombustibles. Then, a magnet is used to separate

noncombustibles into: (1) ferrous metals; and (2) dirt, glass, aluminum,

and other nonferrous metals. Although this preprocessing consumes a

significant amount of energy (30 kWh/ton compared with 10 kWh/ton required

for no processing, Reference A-2), it permits the shredded refuse to be

suspension fired, which increases combustion efficiency and improves

reliability. In addition, the recovered metals can be sold as scrap and

charged as revenue to the RDF plant. Remaining inert material is taken to

a landfill.

RDF plants are capable of producing steam at pressures and temperatures

ranging from 175 psig and 370°F to 1250 psig and 905°F (Reference A-2).

Cyclone and electrostatic precipitators remove ash and other particulates from

the by-product gas stream. Refuse-fired boilers are presently operating in

Chicago, St. Louis, Nashville, and the Navy facility at Norfolk, Virginia.
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A.2.3 Computer Model for ROF

Figure A-2 presents a schematic diagram of the inputs, outputs, and

parameters of the RDF computer subroutine.

The equations used by the RDF steam and electricity computer

subroutines to calculate performance and costs are listed below. The

numerical values of the parameters input to the steam and electricity

model are discussed in Table A-2 and Table A-3, respectively.

Calculations: RDF Steam Model

Annual Quantity Heating
Steam Output Refuse x Value x fficienc x (A-1)k MBtu/yr \ton/day Btu/Ibmj

( 0oo x 3Q x -

lbm x day x "Btu
toWn yr Mu-

(,,Capital E xponent# Cost LoaefsedtFactor Refuse Factor (A-2)
/ F(ton/day L ton/day

/ / Value (Quantity 6

R u Recovered) u 36 (
$/yr \Material to/a B day/yr(A)

/ elost/) " Refuse/ /a6t\ oa$/ton t

7ran ( Average Quntt 365 Toa
CostMiles Refuse Qeusetity4

Cr Trnsmoleto \ton/day ) da/yr Miles/
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aintenance) aintenanceX Quantity~ 6 A5
Cost = Cost ( Refuse day/yr
S/yr S/ton / \ton/day/

( Are / Area uanti
quie Factor x Refuse) (A-6)
ft 2/(ton/day on/day /

Calculations: RDF Electricity Model

Except for unit changes from MBtu to lMvh, and the calculation of

capital cost, the equations required to calculate the performance and cost

of the ROF electricity model are identical to the RDF steam model

discussed in the previous section.

Capta Exponent

(Capital\ Cpita /Quantity /Load
Cost os t Refuse

Factor Factor,

I$/(ton/day) (ton/day) (A-7)

urbine) Turbine\ Load
+ Cost X Size 4 Factor

\ $/MW /(W

A.3 GEOTHERMAL

A.3.1 Introduction

Geothermal energy is a little understood, and even less exploited,

natural energy source, Only within the last 10 to 15 years has geothermal

energy been harnessed to produce electrical power. Renner, White, and

Williams (Reference A-11) estimated the heat stored in identified

geothermal high temperature (TH20 >1500C) hot water convection systems

to total 0.944 x 108 Btu, while undiscovered geothermal hot water
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convection systems may hold five times that value in stored energy.

Geothermal energy results from either: (1) heat released from surface

volcanic sources (in particular, high silica varieties of volcanic rock),

or (2) regional geothermal temperature gradients resulting from conductive

heat transfer from the earth. Unfortunately, geothermal reservoirs are

restricted primarily to Alaska and the Western states of California,

Idaho, Montana, Nevada, New Mexico, Oregon, Utah, and Washington. In

fact, 60 percent of the western geothermal reserves are located in

California (Reference A-10).

Geothermal reservoirs are generally classified as steam, hot water,

or dry heat (hot rock). Some vapor-dominated systems, although rare,

generate dry steam which can be converted directly into electricity

utilizing turbine generators. The Geysers (California) and Larderelle

(Italy) are examples of geothermal systems which produce superheated

steam. Wet steam, containing dissolved gases (H2S) and minerals,

requires the geothermal fluids to be passed through heat exchangers which

provide heating of "clean" water that subsequently drives turbine

generators. Hot water systems range in temperature from ambient to

360°C and are typically divided into three temperature ranges according

to potential applications:

1. Twater > 150 0C -- Water with temperatures greater than 150 0C

can be economically used for electric power. Depending upon

such parameters as the quantity of dissolved gases and

minerals, temperature, and pressure, the hot water is either

flashed under vacuum with the resulting vapors passed through

turbine generators, or the water is passed through heat

exchangers which transfer thermal energy to an organic working

fluid that drives a turbine generator.
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2. 150 0C > Twater > 900C -- Reservoir water can heat process

fluids for space heating, domestic hot water, or process

heating, but it is not capable of generating electricity

economically.

3. Twate r < 90°C -- Due to heat losses in pipe distribution

system, geothermal water with temperature less than 900 C can

be used only for space heating and domestic hot water where

buildings are located on a geothermal reservoir.

In contrast to geothermal hot water reservoirs, energy is extracted from

dry heat geothermal reservoirs by circulating water down into a well in a

closed loop. This method is used in Klamath Falls, Oregon to provide

domestic hot water and space heating for commercial and residential

buildings (Reference A-12).

The performance and costs of hot rock and hot water geothermal

0
systems with temperatures less than 150 C are strongly dependent upon

the reservoir characteristics and the particular system design. Because

this study is based upon general energy conversion systems whose

performance and costs are relatively independent of site characteristics,

hot rock systems will not be modeled. However, steam and hot water

(temperatures > 1500C) geothermal reservoirs are both modeled to meet

process steam, space heating, and electricity energy demand. These

systems will be discussed in the following sections.

A.3.2 Process Description for Geothermal Conversion into Electricity and
Steam

For dry steam geothermal reservoirs, steam can be extracted

directly from the ground and passed through a turbine generator to produce

electricity. For hot water (temperatures > 150 0F) geothermal
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reservoirs, if sufficient pressure exists (50 psia), the water can be

flashed under vacuum into steam which can drive turbine generators

(Figure A-3).

For hot water systems without sufficient pressure, thermal energy

is extracted with a heat exchanger from the reservoir water to drive an

organic-working fluid turbine generator cycle (Figure A-4). A study

conducted by EPRI (Reference A-13) has concluded that for hot water

systems, a binary cycle rather than a flash steam conversion process is

recommended, due to its broad applicatio to reservoirs with temperatures

in the range of 150 0C to 2000C. In addition, the cost and performance

of both systems are approximately the same. Consequently, the hot water

performance data is based upon an average value for both binary cycle and

flash steam performance.

A.3.3 Computer Model for Geothermal

Figure A-5 pre&ents a schematic diagram of the inputs, outputs, and

parameters of the RDF computer subroutine.

The equations used to determine the performance and cost of the

geothermal electricity model are listed below. Except for energy unit

changes from MWh to MBtu, the equations used by the geothermal steam model

are identical to the geothermal electricity model. The numerical values

of the parameters used by the geothermal electricity model and the steam

model are discussed in Tables A-4 and A-5, respectively.

Calculations

( Annual ( rE r
Electrical rfficenc (A-8)

OuptCaPacity 
(-BOhyr I MI.hlyr (EfY)
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A.4 COAL

A.4.1 Introduction

With increasing restrictions on foreign supplies of crude oil, the

United States must rely more heavily upon national energy sources,

particularly coal. Demonstrated bituminous and lignite coal reserves in

the United States are 8.7 x l18 Btu compared with 0.22 x l18 Btu of

proven and indicated reserves of crude petroleum (Reference A-16). The

Navy's emphasis on energy self sufficiency will mandate the use of coal as

a future Navy baseload energy source.

There are a number of methods for converting crude coal into a

usable energy form. These include: conventional combustion, cogeneration,

fluidized bed combustion, gasification, and liquefaction. Conventional

combustion includes suspension or grate firing of coal in a water-walled

boiler to produce steam which can be subsequently converted to electricity

by passing the steam through a condensing turbine. In addition,

simultaneous generation of electricity and process steam (cogeneration) is

possible by passing steam through an extraction turbine.

In fluidized bed combustion (FBC), heat transfer to boiler tubes is

improved by burning coal in a bed of suspended granular solids.

Electricity is produced by using steam turbines and/or flue gas turbines.

Exposing pulverized coal to high pressure oxygen (the Lurgi

process), or a high temperature and high pressure oxygen-steam mixture

(the Hygas and BI-Gas process) yields a low-Btu gas (300 Btu/ft3)

composed primarily of C02, CO, CH4, and H2. In contrast, high-Btu

gas (900 Btu/ft3) can be produced by exposing coal directly to hydrogen

gas (the Hydrane process).

A-26



Coal may be converted to clean-burning liquid fuel by the Synthoil

process which involves reacting hydrogen with a coal-oil slurry in a

turbulent flow, packed bed reactor.

This study considers the production of steam and electricity by

conventional coal combustion, cogeneration, and fluidized bed combustion.

This section discusses the technical and economic aspects of conventional

coal combustion and fluidized bed combustion. Cogeneration will be

discussed separately in Section A-7.

A.4.2 Conventional Coal Combustion

There are two primary methods of conventional coal combustion:

pulverized-coal systems and stoker systems. For pulverized-coal systems,

a mixture of pulverized coal and air is delivered tangentially into the

furnace where combustion occurs completely in suspension. Premixing fuel

and air permits use of lower excess air which improves combustion

efficiency. Pulverized-coal combustion is a continuous operation,

sensitive to demand fluctuations. As a result, stable operation is

possible only within strict design limitations.

In contrast, for stoker systems, coal combustion occurs both in

suspension and on a moving grate located at the bottom of the furnace.

Combustion on the grate enables a stoker to handle wide load fluctuations,

but, compared to pulverized-coal systems, requires greater amounts of

excess air which reduces combustion efficiency.

Suspension firing of pulverized coal, which requires complicated

and expensive coal preparation and handling equipment, is generally used

at larger boiler sizes. Suspension firing is considered economical at

unit sizes greater than 100,000 to 200,000 Ibm steam/hr (Reference A-17

and A-18). Stoker firing Is used at smaller sizes. In addition, stokers
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are often preferred because of their greater operating range, capacity to

burn a wider range of solid fuels, and lower auxiliary power requirements.

The largest-size Navy process steam or electric power facility is

approximately 200,000 Ibm steam/hr. Consequently, this study chose to

model stoker-fired furnaces as the method of conventional coal combustion.

A.4.2.1 Process Description -- Conventional Coal Production of
Electricity and Steam

Stoker-fired coal combustion systems consist of three basic

components: (1) boiler, (2) pollution control equipment, and (3) coal and

ash handling equipment. These components are discussed below.

Boiler

Spreader stokers deliver fuel into the furnace over the fire with a

uniform spreading action, permitting suspension burning of the fine fuel

particles. Larger particles (approximately 50 percent of the total) fall

to the grate at the bottom of the furnace and combust in a thin

fast-burning bed. A traveling grate insures thorough mixing of coal

particles and continuously discharges ash which accumulates on the grate.

Water-cooled walls absorb radiant and convective heat from the

combustion flames. A superheater absorbs the remaining sensible heat in

the flue gas. This absorbed thermal energy converts water to steam which

can be used directly for industrial process applications, or passed

through a turbine-generator to produce electricity. A stoker-fired boiler

is illustrated in Figure A-9.

Pollution Control Equipment

Coal combustion energy sources are required to meet proposed

Federal Stationary Source Standards. Flue gas desulfurization (FGD),

electrostatic precipitators (ESP), and staged combustion (SC) were
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A-29



selected to control SO2 , particulates, and NOx emissions, respectively.

The Federal Standards for these pollutants are listed in Table A-6.

TABLE A-6. PROPOSED FEDERAL STATIONARY SOURCE STANDARDS

Pollutant Standard

SO2  1.2 Ibm/lO6 Btu coal burned

Particulates 0.03 Ibm/1D 6 Btu

NO2  0.50 Ibm/10 6 Btu - Subbituminous Coal
0.60 lbm/10 6 Btu - Bituminous Coal

(Reference A-19)

A brief description of the pollution control equipment follows:

* FGD -- Flue gas from the furnace is passed counter-currently

through a limestone (CaCO3) slurry which reacts with the

s02 to form calcium sulfate (CaSO4  2H20). The

calcium sulfate is subsequently dried and disposed in a

landfill. State-of-the-art processes exist which can recover

the limestone for further use and produce sulfuric acid as a

by-product. These processes are presently being commercialized.

e ESP -- Particulates in the gaseous effluent from a furnace are

electrostatically charged. Consequently, opposing electrically

charged metal plates attract these particles as they pass

between them, effectively removing them from the effluent

stream. Plate area required for adequate removal of

particulates depends on the magnitude of charge on the

particles. A larger charge requires less area. SO2
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contained in the effluent stream increases particle charge,

thereby reducing plate area which lowers capital cost.

0 SC -- NO control methods are in an early stage of

development. However, by staging combustion and using low

NOx burners, NOx emissions can be reduced. This typically

requires only minor modification of the boiler.

The capital cost, maintenance cost, and performance of FGD and ESP

vary depending on coal composition, particularly sulfur content. For

simplicity, coal was divided into two types: Eastern-high sulfur coal

(1.27 lbm sulfur/l06 Btu) and Western-low sulfur coal (0.81 lbm sulfur/

106 Btu). Based on these coal compositions, FGD and ESP were designed

(sized) to meet federal emission standards. Capital cost of FGD increases

with SO2 concentration. In contrast, ESP capital cost decreases

significantly with S02 concentration because SO2 in the furnace

gaseous effluent increases particle electrostatic charge, requiring less

plate area, and thereby reducing capital cost. Consequently, FGD and ESP

capital cost tend to cancel each other with changes in coal sulfur

content. The net result is slightly decreased capital cost of pollution

abatement equipment with increasing coal sulfur content. These differing

costs are included in the capital cost figures listed in Table A-7.

Coal and Ash Handling Equipment

Unprocessed, 1-inch diameter coal is initially crushed to 1/4 inch

size, then transported by conveyer belt to supply hoppers located above

the furnace. Gravity feeds the coal to an overthrow rotor which evenly

distributes the coal over the furnace area (Figure A-9).
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During combustion, ash collects on the grate at the bottom of the

furnace. The moving grate continuously discharges the ash into an ash

hopper located below and to the side of the furnace. The ash is then

trucked to a landfill for final disposal.

A.4.2.2 Computer Model for Conventional Coal Combustion

Figure A-10 presents a schematic diagram of the inputs, outputs,

and parameters of the conventional coal computer subroutine. The specific

equations used by the conventional coal electricity computer subroutine to

calculate performance and cost are listed below. Except for unit changes

from tMth to MBtu, the equations required to calculate performance and cost

of the conventional coal steam model are the same as the equations for the

conventional coal electricity model (less turbine cost). It is assumed

that the steam model can meet both the process steam and the space heating

energy demand. Data input to the electricity and steam models are discussed

in Tables A-7 and A-8, respectively.

Calculations

Annual /Btu~ 2000 365
ElecticalQuantity Content /343 o )

Output Coal Coal Efficiendy (A-12)( 4h/yr To/yB ton - year -Bt

/pta Capital Electrical Exponent( o Cost \ Output _ LoadCost ._ (La

I /Factor/L\ MWh/yr /-:Factor(-1

/Turbine r Plant \ / Load
+ Capital) x [Capacity Factor

Cost ) MW
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Fintenance / Percentnnualized
Cost d = , npaizA-I4)

S/yr Capital j aia~(-4Cost Cost

(Annual \ /Coal \ ( Quantity\ (365
oal Cos Cost Coal osa/(A-15)
Syr \$/ton Ton/Day/ \year/

RArea / Area (uantity)
equired = Factor oatA-6)

L(Ton/Day Ton/Day

A.4.3 Fluidized Bed Combustion

This section describes the principles of fluidized bed combustion

followed by a discussion of performance and cost factors used by the FBC

computer subroutine.

A.4.3.1 Process Description -- FBC Production of Electricity and Steam

Fluidized bed combustion (FBC) involves burning 1 to 3 millimeter

coal particles in a hot fluidized bed (750 0C to 950 0C) of inert solids,

where the burning coal particles constitute only 2 weight percent of the

total bed solids. The remaining portion consists of coal ash and limestone,

or dolomite. Particles are fluidized by passing high velocity air upward

through the bed of particles at rates which fully support the particle-bed

weight (see Figure A-11). Rapid circulation of solid particles throughout

the bed allows controlled isothermal combustion at extremely high heat

transfer rates which reduces the required boiler size by one-half to

two-thirds the size of a conventional boiler (Reference A-29). Sulfur is
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Figure A-11. Schematic of fluidized bed combustion system
(Reference A-29).
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removed from the coal by circulating limestone or dolomite through the

fluidized bed.

There are two types of FBC systems: (1) atmospheric (AFBC) and (2)

pressurized (PFBC). AFBC systems are designed to produce steam from tubes

immersed directly in the fluidized bed. Steam can be used for process

requirements or be passed through a turbine generator for conversion to

electricity. PFBC systems (5 to 6 atmospheres) are designed to produce

electricity using both a steam turbine-generator and a flue gas

turbine-generator (80 percent electricity produced from steam, and 20

percent from flue gas). AFBC is a simpler system to develop and operate

because of the lower pressures and lack of flue gas turbine required by a

PFBC. Currently, AFBC systems are at the most advanced stage of

development with cost and performance data available. Consequently, for

this study we have modeled an atmospheric fluidized bed to meet space

heating, process steam, and electrical demand.

A.4.3.2 Computer Model for FBC

The inputs, outputs, and parameters of the FBC computer subroutine

are the same as those used by the conventional coal model given in

Figure A-10. The specific equations used by the FBC electricity computer

subroutine to calculate performance and cost are listed below.

Except for unit changes from MWh to MBtu the equations required to

calculate performance and cost of the FBC coal steam model are identical

to the FBC coal electricity model (less the turbine capital cost). It is

assumed that the steam model can meet both the process steam and the space

heating energy demand. Data input to the electricity and steam models are

discussed in Tables A-9 and A-10, respectively.
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Calculations

(Eictrca> ( Btu \ 2000 x365
Annual Quantity Content j 3.413nc xa 100 JA-7

Electrical | Coal Coal fficienc Ibm- days-- Wh (A-17)
Output J Ton/Day Btu bton- year-Btu
KWh/yr / t

/ Cata Electrical) La

(C atl) Cosit ) )Iupu Exponent

Factor MWH/hr ) Factor (AqI8)
$ IMWHlyr/

( Turbine) 
[ lant 

Load
Capital (Capacity Factor

Cost) ,W/ "  /

bVaintenance) Percent Annualized)

Cost / ) | Capital )(A-19)
\ $/yr k Capital Cost

\ Cost

(Annual (Coal x (Quantity) 365

(,al co, Cost x Coal / * Days (A-20)
$C /yr .t) S/ton/ Ton/Day/ (year/ )

Area / Area (FafttarArea Coal l) (-21)
(Requi red) Factor QT It (A-a
I ft2  ft2/ J Coal

I (Ton/Day)! \Ton/Day/
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A.5 SOLAR ENERGY

A.5.1 Introduction

It is estimated'that the amount of solar energy incident on the

continental United States each year is 700 times our annual rate of energy

consumption (Reference A-32). This represents a substantial source of

energy. In the past, solar energy has been regarded as economically

unfeasible because of the large capital investment required compared to

the amount of energy produced. But with increasing conventional fuel

prices, active government support of solar energy development programs and

potential reduction of solar equipment costs due to mass production, solar

energy is projected to be competitive between 1980 and 1990.

Space heating and domestic hot water account for 10 to 20 percent

of all energy coniumed on Navy bases. It has been demonstrated that solar

energy systems using flat-plate or concentrating collectors are

technically capable of meeting this demand, and they are economically

competitive. Consequently; this study has modeled solar thermal systems

to meet heatiHg demands. This model is discussed in detail in

Section A.5.2.'

The Battelle Columbus Laboratories (Reference A-33) reported that

35 percent of all industrial demandlfor process heat falls into the

temperature range below 1800C, which is clearly within the capability of

solar energy systems using concentrating collectors. Although solar steam

systems are a viable alternate energy system, they were not modeled for

this effort.

Solar energy systems can produce electricity using either rankine

cycles or photovoltaic cells. Solar rankine cycles are presently in the

experimental stage of development. Consequently, adequate commercial
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scale models are not available. In contrast, as a result of the aerospace

program, photovolatic systems are a proven technology and are commercially

available. In addition, the application of electronic, silicon technology

to photovoltaic development will assure rapid reduction of photovoltaic

cell cost as projected by the Department of Energy. This study has

modeled solar photovoltaic systems to meet electrical demand. This model

is discussed in detail in Section A.5.3.

A.5.2 Process Description for Solar Thermal

Solar energy can be converted to thermal energy and used to supply

hot water, space heating, and/or space cooling to commerical or

residential buildings. This study will model liquid solar thermal systems

to meet only space heating and hot water demand, not space cooling which

will be considered an electrical demand for this study. An active solar

system consists primarily of a collector, a distribution system, and a

storage system. Thus, heat absorbed by the working fluid in the collector

is pumped through heat exchangers to deliver space heating or hot water,

and pumped into a liquid tank to store thermal energy (refer to

Figure A-12). Water, glycol and water mixtures, and hydrocarbon oils are

typical working fluids.

Collectors are typically installed on roof tops. But, if adequate

area is not available on the roof, land adjacent to the buildings can also

be used. Collector designs range from a simple single glazed

nonconcentrating flat-plate collector, to the more sophisticated

line-focusing parabolic trough concentrating collector (see Figure A-13).

This study will model flat-plate collectors to supply energy for heating

demand. For a flat-plate collector, solar radiation is absorbed by a

black metal plate, and converted to thermal energy. This thermal energy
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is removed by working fluids which circulate through metal tubes bonded to

the metal plate. The black metal plate and tube sheet are covered by a

glass or plastic window to reduce heat losses through the back and sides

(Figure A-14). Flat-plate collectors achieve working fluid temperatures

less than 2000F.

Optimum solar systems should be capable of storing energy in the

form of sensible heat for I to 2 days. Thus, excess energy produced

during periods of high insolation and low demand must be stored and later

delivered to satisfy heating demands during periods of low insolation

(during the night and cloudy days) and high demand. Unfortunately, the

present computer optimization code cannot transfer excess thermal energy

to a later time. However, an empirical correlation (f-chart) developed by

Klein does account for storage capability (Reference A-34). The f-chart

method requires only average monthly insolation and average monthly

heating load to determine the fraction of that ],ad which can be met by

solar energy systems. The solar heating computer subroutine uses this

method to determine system performance.

An outline of the method is presented below.

Basis of method:

e Simplified collection system with storage (Figure A-12)

e State-of-the-art selection of components

s Correlation of over 300 computer simulations

Input requirements:

* Net collector aperature

e Collector efficiency curve

* Total monthly insolation incident on ollectors

A-47



0
4 J
UaJ

S

4.1
'U

I4~-

a)
.0

- 4-'

11' / 4.i

'U!IU 'I
a)

U)

-~ .r.(II UU 0

II' 1 4-)U)

0
LI

'V
U

0~ I,
I.-

a)
L

LL~

A -48



* Monthly average ambient temperature

e Total monthly hot-water and space-heating load

Results:

* Fraction of total monthly load which is satisfied by solar

system

A.5.2.1 Computer Model for Solar Thermal

Figure A-15 presents a schematic diagram of the inputs, outputs,

and parameters of the solar thermal subroutine.

The performance equations and parameters for the solar thermal

model are contained in the f-chart correlation described below. Data

input to the solar thermal model are discussed in Table A-11.

Calculations

( Annual (Month Space Heating\ Fraction Monthly\
Energy Output] = and Hot Water x Heating Demand | (A-22)

Btu/yr / i Demand Btu/month met by Solar /

F
where: s

2 2
FS = 1.029 P5 "

0 065PL - 0.245P + O.O018PL

If F s > 1.0, then Fs = 1.0

and:

P m[(FR' L Acoll(TR" TL) At] /L

P a [(FRIi c Ao11 co1] /L

Defined as:

FRIUL - collector loop heat-exchanger factor times collector

heat loss coefficient, (Btu/hr-ft2-oF).

Fp'TQ - collector loop heat-exchanger factor times monthly

average collector transnittance-absorptance product.
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°I Area \ tNumber (
Cl ectr 0 of x ft 2 /system)  (A-23)

fCt2  / Systems/

TR = 212 0 F

Ta = Average monthly ambient temperature, OF

At = Number of hours per month, hr/month

L = Total monthly space heating and hot water load, Btu/month

Icoil = Average total monthly collector plane insolation,

Btu/month OF

/Capital\ (Number Area / / narea
Cost 0of J).x ( tDependent, x(ft2 10  0  Ns rm)  (A-24)

Syste tCost S

operating %  /Annualized
Cost / Annualized x ,Caital (A-25)
S/yr Capital Cost) Cost

(Are a / Nuir) x/ Area
equi red of- O x Factor (A-26)R ft2  / Syster ft2/sster)/

A.5.3 Process Description for Solar Photovoltaic

A photovoltaic energy system consists of an array of photovoltaic

cells which directly convert solar radiation into electrical power. This

current is passed through inverters which convert photovoltaic D.C.

current to the desired A.C. current. Presently, manufactured photovoltaic

cells consist primarily of a single crystal silicon base doped with boron

and phosphorous impurities. This doping produces a charge potential

capable of converting visible light into electric current at efficiencies

of approximately 10 percent.
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Advanced cells, capable of higher efficiencies, are being

constructed with gallium arsenide and cadmium sulfide. Cell efficiency

decreases with increasing temperature, consequently, cells are cooled with

circulating water to maintain the cells at peak efficiency. Although this

represents a potential source of thermal energy, it is currently neglected.

Because of the high cost and low efficiency of batteries,

electrical storage is not presently economical, and was not considered in

this study. (However, breakthroughs in electrical storage devices may

reverse this situation.) Consequently, performance of photovoltaic cells

will depend directly on the accuracy of daily insolation profiles (i.e.,

average monthly values cannot be used directly). Section 4.2 discusses

the approach taken to generate daily insolation profiles from monthly

average insolation values.

Both concentrating and nonconcentrating (flat-plate) arrays can be

used to generate electricity. Analogous to solar thermal systems,

concentrating photovoltaic systems utilize fresnel lens (methyl

methacrylate), paraboloid reflectors, or disk reflectors to focus solar

radiation on the photovoltaic cells, thus requiring fewer cells for the

same electrical output. As a result, installed concentrating photovoltaic

systems cost approximately $2,200/peak kW, whereas nonconcentrating

systems cost approximately $17,400/peak kW (Reference A-37).

Because concentrating systems are cheaper than nonconcentrating

systems, this study models a water-cooled concentrating (paraboloid

.reflector) photovoltaic system, located on the ground, which produces

electricity without electrical storage capability (Figure A-16).
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A.5.3.1 Computer Model for Solar-Photovoltaic

Figure A-17 presents a schematic diagram of the inputs, outputs,

and parameters of the solar photovoltaic computer subroutine. The

equations used by the solar photovoltaic computer subroutine to calculate

performance and cost are listed below. Data input to the model are

discussed in Table A-12.

Calculations

Annual 1? 24 Hourly Number 1000

Energy Day. Insolation (Nume ft2/outputl Day E MWH/ Sytm x of x.

( WH/yr j=l i ft2-hr System )
x Efficiency (A-27)

where DayIJ = Number of days in month,

i = hour i

Capital) (,Number\ (Deadn x (sJo
Cost ) f Dependent ft /  (28)

/ ~ e $/ft2  systen(-8( ystems I \ Cst ?  ) :

/eatn Annual ized\Cost | Annualized Capital (A-29)(C yrt Capital I( Costl

S ( Cost /

Area A rNumbere FAr (

Reqred of x (A-30)

tsysterr /
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A.6 WIND ENERGY

A.6.1 Introduction

Wind has been used as an energy source by man for several thousand

years. During the period from 1900 to 1955, windpowered electric

generating systems were wide'y used in rural areas of the United States.

But, with the introduction of low cost hydroelectric power and

distribution to rural areas, most wind generators were abandoned by 1955.

Windpower is a function of wind velocity cubed. Consequently,

energy costs decrease rapidly with increased average windspeed. For

example, wind produced electric energy cost may range from 150 to 200

mills/kWh at 9.4 mph average windspeed, whereas these costs may be as low

as 50 mills/kWh at 15 mph average windspeed (Reference A-41). Studies

suggest that sites with average windspeeds in excess of 15 mph may be

required to economically support wind generator systems (Reference A-42).

Diurnal variations in windspeed, at most locations, peak in the

afternoon and drop significantly during the night. Therefore, although

windpower is pollution free and uses a renewable energy source, it

produces power only when the wind blows, not necessarily when energy is

needed. In addition, due to the high capital cost and inefficiency of

electric storage batteries, it is not economical to store electric

energy. Therefore, wind generators are modeled to produce electricity

without electrical storage.

This study has modeled three types of wind-electric generators;

5 kW, 200 kW, and 1500 kW units. These models are discussed in detail in

Section A.6.3.
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A.6.2 Process Description for Wind-Electric Model

Wind driven generator systems consist of three primary components

as illustrated in Figure A-18. These are:

1. Turbine -- Wind turbines, classified as horizontal, vertical,

and confined vortex, convert wind kinetic energy into rotary

motion. This study has selected the rotor turbine design (as

portrayed in Figure A-18) because it is a simple, technically

proven technology.

2. Tower -- The tower consists of the support for the rotor which

contains the generator and electronic control system.

3. Inverter -- The inverter converts the direct current wind

generator output into alternating current analogous to utility

supplied electric power.

Accurate evaluation of the performance and cost of wind-electric

systems depends significantly upon accurate simulation of annual, as well

as daily, wind velocity profiles. Refer to Section 4.2 for a detailed

discussion.

A.6.3 Computer Model for Wind-Electric Systems

Figure A-19 presents a schematic diagram of the inputs, outputs,

and parameters of the wind-electric computer subroutine.

Because performance of wind-electric models is not constant but

varies with wind velocity, performance data is contained within the

computer subroutine, not inputted as parameters to the model. The

equations used by the wind-electric model computer subroutines to

calculate performance and cost are listed below. Data input to the model

are discussed in Table A-13.
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Calculations

Aneual 1 (A-31)
Energy (Dayj) x (K)
Output~ u Lil j(-1
MWH/yr/ Jul W~

where

Dayj = Number of days in month;

For a 5-kW wind generator:

K (0.795 x 10-6) (Cp) (Vi) 3

0 v!-7

where c * .510 - .007v; 7 Lc v f 23
.710 - .015v; 23 < v 5 45

0 v >45

For a 200 kW wind generator:

S 0 V -CB

K • -. 1064 + .0133v; 8 5 v s 18

0.133 18 v 5 60

0 v> 60

For a 1500 kW wind generator:

I 0 v 12

K t.154v - 1.385; 12 s v <25
1.500 25 < v s<45

0 v > 45
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where vi = wind velocity at hour i (mph)

k = (MWh)

(Reference A-38) (A-32)

Capital Sumbers /Cital
Cos Cost
C f tem Factor 1 (A-33)

mS/system/

(Operating Number /Operating
Cost Of x Cost Factor/  (A-34)
$/yr \$/system-yr/

Area /Number) (Area
equt red) of x Factor l (A-35)
ft2 Systems t2/system

A.7 COGENERATION

A.7.1 Introduction

Cogeneration and combined cycles are terms used interchangeably to

describe the simultaneous production of both electricity and useful heat

or process steam. In a steam-topping cycle for example, high pressure

steam is passed initially through a turbine to produce electricity, then

exhausted at a lower pressure for process applications. In this manner,

exhaust steam is considered a credit rather than a waste as in the case

for utility powerplants.
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Cogeneration is not a new, innovative technology. In West Germany,

29 percent of the total electric power is produced by industry. In 1950,

15 percent of the U.S. electrical demand was met by in-plant electric

power generation. However, due to inexpensive, readily available

commercial electricity, this fraction has declirned to 5 percent in 1973

(Reference A-23). In effect, industry chose to invest in alternatives

with higher returns on investment. But, the increase in petroleum prices

following the Arab embargo with subsequent increase in electricity cost,

substantially improved investment opportunity for industrial cogeneration

systems.

The potential of cogeneration is substantial. Presently, 45

percent or 13 x 1015 Btu/year is consumed by U.S. industry for steam

generation. Using steam-topping cogeneration systems, a significant

portion of this steam could also be used to produce electricity. The

actual market penetration depends upon the steam and electric demand

fluctuations, the magnitude of the demands, type of financing, and

industrial-utility interface.

Three basic types of cogeneration systems are commercially

available: (1) gas turbines (Brayton cycle), (2) diesel engines, and (3)

back-pressure steam turbine (Rankine cycle). In gas turbine systems,

combustion of light distillate fuel or natural gas yields a hot,

pressurized gas that can directly drive a gas turbine-generator, producing

electricity. Hot exhaust gases from the gas turbine pass over

water-filled tubes in a waste heat boiler, producing process steam.

Utilizing a conventional cylinder-piston mechanism, diesel engines

produce mechanical power capable of driving an electric generator.
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Similar to a gas turbine, heat in the exhaust gas from the engine

cylinders is recovered to generate process steam.

Both gas turbines and diesel engines produce primarily electricity

and only small quantities of low pressure steam. In contrast, back

pressure steam turbines produce primarily steam. For back pressure steam

turbine systems, high pressure steam generated from a boiler passes

through a noncondensing turbine-generator producing electricity. Exhaust

steam from the turbine is used subsequently for industrial applications.

The Navy generates large quantities of steam for industrial as well

as domestic and commercial space heating requirements. This substantial

steam demand in combination with an electrical demand allows a

steam-topping cogeneration system to be a viable alternative energy source

for the Navy. A coal-fired steam-topping cycle is a proven, highly

reliable technology which does not rely on restricted supplies of oil and

natural gas. Consequently, this study chose to model a coal-fired

steam-topping cogerteration system.

A.7.2 Process Description

As an overview, steam produced by a boiler is passed through a

turbine to generate electricity. Exhaust steam from the turbine can be

used either for space heating or industrial process applications. In this

manner, electricity and process steam are produced simultaneously.

Figure A-20 illustrates a steam-topping cogeneration system.

A steam-topping cycle consists of four primary components: (1)

coal-fired stoker boiler, (2) fuel and ash handling equipment,

(3) pollution control equipment, and (4) a turbine-generator. Except for

the turbine, the components of a steam cogeneration system are identical
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Calculations

(ASteam Quantity ~ Coten 2000 365Output )TonCoay j Efficienc tlbm davs -MBtAnuar T/Day Btu b tu
Tbm /Y) ton - year - Bt

(Annual /untt Btu 200 ___365Electrical * QContent woo 365
Output Coal X al Eicienc 3.413 lob
M\h/yr Ton/Day Btu i bm - days - MWh

ibm ) ) ton - year - Bt/

Capital / Capital tAn nu a l m E n
Cost Cost x Steam / Lod Exponent

/MBtu/yr MBtu/yr actor

Cost) I CnjatI CaiaMaintenance\ Percent , (AnnualizedCost / . nnnualieed
$/yr / Capital ( aia

/ Cost / Cost

/ Annual Coal (Q'uan3oul C /Cost / Coal 'Dtsy
CS/r ($/ton/ \ Tor/Day/ year

/Area / Area
\(Toft2/ Coal y (A-36)

/(Ton/Day) Ton/Day]
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to those used in a conventional coal combustion system. These components

are discussed in Section A.4.2 and, therefore, will not be described here.

Normally, turbines are optimally designed to extract as much energy

as possible from the inlet steam. In doing so, byproduct steam is

typically exhausted at saturated, low-pressure conditions not amenable for

process use. However, for the steam topping cogeneration system modeled

in this study, the steam turbine delivers 150 psig steam. Cost effective

electrical generation (i.e., yielding the greatest internal rate of

return) dictates inlet turbine steam conditions should be approximately

1000 psig, 9000F (Reference A-23).

A.7.3 Computer Model for Steam-Topping Cogeneration System

Figure A-21 presents a schematic diagram of the inputs, outputs,

and parameters of the steam-topping cogeneration computer subroutine. The

specific equations used by the cogeneration subroutine to calculate

performance and cost are listed below. It is assumed that the steam

output from the cogeneration system can meet only process steam demand.

Data input to the cogeneration model is discussed in Table A-14.
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RESULTS OF THE TOP TEN ENERGY CONSUMERS AND THE SAMPLE SURVEY BASES

Replacing present conventional energy sources with cheaper

alternate energy systems can significantly reduce the Navy's energy

costs. The NES optimization code identifies the combination of status quo

and alternate energy systems that meets all energy demand at minimum

cost. Intuitively, one might expect the system that produces energy of

6lowest cost ($/10 Btu) to supply the entire demand. However, due to

the variety of energy systems with differing economies of scale and the

daily and seasonal variation in demand, matching energy supply to demand

is quite complicated. These interrelated factors yield a mix of systems

rather than single "winners."

The procedure used by the NES code to determine a least cost mix of

energy systems is described in Section B.I. An analysis of results for

each of the top ten energy consumers and the sample survey bases are

presented in Sections B.2 and B.3, respectively.

B.1 NES OPTIMIZATION PROCEDURE

B.1.1 Single Energy Demand Sector

Process steam and electrical demand vary hourly in response to the

8-hour work cycle, while heating demand varies both hourly and seasonally

(see Section 4). The NES code matches these demand variations with energy

supplied by the three types of energy systems: baseload, peakload, and

solar energy systems. Each of these systems is discussed below. A

typical mix of systems is illustrated in Figure B-1.

Baseload Systems

Baseload systems are characterized as central powerplants capable

of delivering energy at a lower cost than either solar energy systems or

B-3

NG5



Peak I ddi v',ewis

Baselad sytems

0 2 4 6 i~10 12 14 16 is 20 2? 24

Figure B-1. Typical mix of energy systems.
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peaking systems, while generating a constant energy output independent of

demand variations. Often these systems produce excess energy during

off-peak hours (periods of low demand). A system producing excess energy

is cost effective as long as its delivered energy cost -- uniform annual

cost (UAC) divided by delivered energy -- remains competitive with other

sources. UAC increases with system size as does the proportion of excess

to delivery energy, resulting in a higher delivered energy cost (see

Figure B-i). Thus, system size increases until delivered energy cost

exceeds the energy cost of the closest competitor. This relationship

establishes the size of the baseload systems. For this study, FBC,

conventional coal, RDF, and cogeneration are baseload systems.

At the Navy's top ten energy consumers in areas meeting federal air

quality standards (coal combustion permitted), FBC and cogeneration

baseload systems supply nearly 85 percent of the process steam and

95 percent of the electrical demands. Approximately 85 percent is

delivered. However, for Navy activities in nonattainment areas, RDF is

the only remaining baseload system available. At these locations -- San

Diego, Charleston, New London, and Glenview -- ROF meets only 5 to 10

percent of the electrical demand depending upon the quantity of available

refuse. Due to RDF's limited contribution, no excess energy is produced.

At the sample survey bases in attainment, conventional coal and

cogeneration are the baseload systems supplying approximately 85 percent

of the process steam and electrical demands. Again, 85 percent of the

produced energy was actually used.

Heating demand varies tremendously during the year in response to

weather characteristics at each Navy base. For a given size baseload

system, significant amounts of excess energy could be produced during
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summer months depending upon the extremes of weather variation at each

site. As a result, the proportion of heating demand that baseload systems

can cost-effectively supply is limited. For the bases investigated in

this study, baseload systems (RDF and FBC) typically meet only 50 percent

of the heating demand with nearly 30 percent of the produced energy not

delivered.* Although this result is in marked contrast to the performance

of baseload systems in the process steam and electricity demand sectors,

it is not unexpected. Due to their flexibility, use of diesel fuel

peaking systems can deliver energy to match widely varying heating demands

less expensively than baseload systems. This conjecture was confirmed by

results of the NES code.

Peakload and Solar Energy Systems

As indicated in Figure B-i, energy demand not met by baseload

systems is supplied by either peakload or solar energy systems. In

contrast to baseload systems, peakload systems generate energy strictly to

meet demand with no excess energy produced. They can be easily throttled

down to reduce energy production during off-peak hours without penalizing

system performance. Oil-fired boilers are peaking systems. Because

present methods of storing electricity are not cost effective, solar

systems -- specifically photovoltaic and wind generators -- deliver energy

depending entirely upon the insolation and wind velocity during a given

hour. Consequently, solar systems meet demand only when weather

variations coincide with energy demand.

*Baseload systems can be throttled down to some extent during summer
summer months; however, the present NES code does not model this
flexibility.
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In general, energy produced by solar systems is not cost 4

competitive with baseload or peaking systems. Only at Pearl Harbor was

solar insolation and wind velocity high enough to cost-effectively support

solar thermal heating systems and wind-powered generators. At other

bases, energy produced by solar systems is typically twice as expensive as

energy from baseload or peakload systems. At these bases, demand not met

by baseload systems is met by peaking systems -- namely, oil-fired boilers

(steam and heat) and commercial electricity.

B.1.2 Multiple Energy Demand Sectors

The previous discussion describes the procedure used by the NES

code to minimize energy cost within each demand sector. However, this

analysis does not necessarily yield an overall optimum mix of energy

systems for the demands taken together. Not only are the demands coupled

by constraints on refuse and land availability, but also through

technologies like cogeneration which supply energy to more than one

demand. In addition, each energy system has different economies of

scale. Thus, the mix of systems depends not only on the demand profile,

but also on the absolute size of the demand. As a result, larger demands

support systems with greater economies of scale. For example, RDF energy

is generally cheaper than FBC energy in both the heating and steam

sectors, but FBC dominates the larger of the two demands so as to take

advantage of FBC's economies of scale. ROF has no economies of scale, and

this effectively "forces" RDF into the smaller demand. (Compare results

of Norfolk and San Diego.)

In the process steam and electric sectors for the top ten energy

consumers, two separate FBC electric and steam systems effectively compete

with a combination of cogeneration and FBC-electric systems. Because FBC
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and cogeneration have different economies of scale, the optimum mix

depends on both the absolute and relative magnitude of the two energy use

sectors (see Section 5). Due to the complicated relationship between

variables, identifying the most cost-effective mix of energy systems for

more than one demand requires computer analysis.

B.1.3 General Discussion of Tabulated Results

Sections B.2 and B.3 contain the tabulated results of the top ten

energy consumers and the sample survey bases as determined by the NES

optimization program. An analysis of each base is given and two tables

are presented.

The first table lists the delivered energy, produced energy, and

produced energy cost for the optimum mix of energy systems. As a result

of both seasonal and daily demand variation, energy systems can be

economically sized to produce excess energy during off-peak demands. The

actual price for energy charged to the consumer is delivered energy cost,

not produced energy cost as listed in the tables. This delivered energy

cost is calculated as the ratio of system uniform annual cost

(proportional to produced energy) to actual delivered energy

(106 Btu/hr). Thus, the price of delivered energy is higher than the

price of produced energy and it increases substantially as excess energy

is produced. In effect, the consumer is paying for but not completely

utilizing the capabilities of a larger system. Produced energy costs for

"losing" systems (given in parenthesis) are calculated assuming these

systems produced an equivalent amount of energy as the largest optimum

"winning" system within each energy use sector. This provides an equal

basis for comparison because effects of excess energy are not included.

The second table presented for each base compares initial capital

cost, total annual cost, equivalent oil consumption, and area requirement
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of the optimum mix of energy systems with the same parameters for

conventional systems alone delivering the same amount of energy.

In many cases energy costs for various alternate systems are quite

close to one another. At Pensacola in the heating sector, produced energy

costs for RDF, FBC, and conventional coal systems are within

$0.10/106 Btu of each other. Thus small perturbations in capital, fuel,
$

or operation cost and system performance could enable another system to be

more cost effective. An analysis must be performed to assess the

sensitivity of results to changes in input parameters. Nevertheless,

money saved and oil displaced by implementing a mix of alternate energy

systems will remain approximately the same regardless of which alternate

system is chosen. Consequently, the tabulated results given for each base

are a true indicator of potential market penetration of energy systems and

their subsequent savings. A comprehensive analysis of each base is

required to accurately specify particular energy systems. A detailed

energy audit should be conducted and the compatibility of energy systems

with existing fuel sources (diesel, coal, and natural gas) and

distribution networks (i.e., process steam) should be investigated.

B.2 TOP TEN ENERGY CONSUMERS

Overall trends of the top ten energy consumers were described in

Section 5. However, the actual mix of energy systems at each base

deviates from these overall trends depending upon a number of factcrs

including the absolute size and relative magnitude of the energy use

sectors, the quantity of available refuse, and seasonal insolation and

wind velocity. In this section, the unique characteristics that determine

the optimum mix of energy systems for each top ten base are identified and

two tables are presented.
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B.2.1 Norfolk, Virginia

Norfolk is the largest single Navy energy consumer in the

continental United States and the optimum mix of systems reflect the

overall trends discussed in Section 5. Its size allows energy systems

with economies of scale to significantly reduce energy cost. Of the

energy systems investigated in this study, FBC benefits most from

economics of scale and would be expected to supply substantial quantities

of energy at Norfolk. As shown in Tables B-la and B-lb, FBC meets

approximately 60 percent of the heating, 30 percent of the process steam,

and 80 percent of the electricity demands. This energy is supplemented by

zogeneration in the steam and electricity sectors.

As discussed in Section 5, RDF typically supplies energy to meet

the smaller heating and steam sectors. At Norfolk, ROF supplies the

process steam demand, which is less than the heating demand. This enables

the economies of scale associated with FBC to further reduce costs in the

larger heating sector.

Average wind velocity (8.7 mph) and insolation (1339 Btu/ft"-day)

at Norfolk are typical of other top ten energy consumers. Under these

weather conditions, wind generators and solar energy systems are not

competitive with conventional or other alternative energy sources.

Summary

For simplicity, we assumed that heating and process steam are

currently provided by oil-fired boilers, and electrical demand is met by

purchases of commercial electricity. Further assuming that all existing

oil-fired boilers are replaced with new equipment, if Norfolk invests an

additional $52 million in RDF, FBC, and cogeneration alternate energy
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systems, it can potentially reduce its annual cost for energy by $28

million. This represents a simple pay back of 2 years and reduces fuel

oil consumption by 70 percent.
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B.2.2 San Diego, California

With Coal

The optimum mix of energy systems at San Diego is typical of

results obtained for other top ten energy consumers (refer to Section 5

for a detailed discussion). As shown in Table B-2a, process steam demand

is met by cogeneration and oil-fired boilers, while electrical demand is

met by a combination of cogeneration, FBC, and to a small extent,

commercial sources. RDF, FBC, and oil-fired boilers meet heating demand.

Because the average wind velocity at San Diego is only 5.8 mph,

electricity produced by wind energy systems is extremely expensive. For

example, electricity produced by a 1500-kW system costs over $1000/106 Btu

(see Table B-2a). Due to coastal fog, insolation at San Diego is low at

1338 Btu/ft2-day. As a result, solar thermal and photovoltaic systems

deliver energy at twice the cost of energy compared to conventional sources.

Without Coal

San Diego is located in a nonattainment region for NOx and

particulates. This restricts use of any energy source which may add to

the NOx or particulate levels, specifically, coal combustion systems.

If proposed utility restrictions are extended to industrial size units,

the Navy could be prevented from using coal combustion in San Diego as

well. The optimum mix of energy systems at San Diego without coal

combustion is given in Tables B-2c and B-2d. As shown, all 190 tons/day

of available refuse is consumed to generate electricity. Alternately, RDF

rather than oil-fired boilers could supply heat or process steam.

However, overall cost for energy is minimized if purchases of expensive

commercial electricity ($36/106 Btu) are reduced rather than reducing

use of relatively inexpensive oil-fired boilers ($8/106 Btu).
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Summary

If coal combustion systems are permitted in San Diego, employing

RDF, FBC, and cogeneration systems can markedly reduce payments for energy

by $57 million per year. This requires an initial capital investment of

$49 million, or a simple payback of less than I year. However, if coal

systems are restricted due to nonattainment, a reduction of only

$4 million per year is possible and would require a $7 million investment

in a RDF-electricity system. This represents a simple payback of 2 years.
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B.2.3 Philadelphia, Pennsylvania

Of the top ten bases evaluated, Philadelphia has the largest

heating demand. Economies of scale enable FBC to supply this heat at

lower cost than other systems, particularly RDF. Consequently, RDF

preferentially supplies more process steam than heat compared with the

typical mix of systems at other bases. NES results are given in Tables

B-3a and B-3b.

In accordance with overall trends indicated-by the top ten energy

consumers, process steam demand is met primarily by cogeneration, while

electrical demand is met by a combination of cogeneration and FBC. The

remaining heating and process steam demand is met by oil-fired boilers.

Purchases of commercial electricity meet the remaining electrical demand.

Wind velocity (9.3 mph) and insolation (1339 Btu/ft 2-day) at

Philadelphia are not sufficient to economically support wind and solar

systems.

Summary

Replacing present energy sources with conventional oil-fired

boilers would require a $15 x 106 capital investment. However,

investing an additional $30 x 106 in a mix of RDF, FBC, cogeneration and

oil-fired boilers could net an annual savings of $17 x 106. This

represents a simple payback of 2 years and reduces oil consumption by

50 percent.

B-20



Sr-

c 0 a 0

m, - :4
C) _ I.~ - W

*'-* U- ImL- l

zi in .- c r

CL 0. LL 7  C) ..

CL M" 00"-

14 Gom4% n mL J o l 4M-

0 u..- V-4 I; ; 11 Le rO

s-4 S. 03. -4- -- . . 4D mO 4fl M -4 C'J

CL. LJ -

a C>o o- o>
La. . S-.

~4J U;~ -W CJ : 6 w P 1-4 1 11 1 1~a LOI0.-
W) M w M -40 to ~. .-. C.J4 030

>C a Ln r-.- L -4 to4-)

ui c l 1 0

r- C M- 4*

z 0

03 r . E 10 raJ 0.0bI .-) III C (0
c A a~ C.- t C CJ,%J .. ,%

= . 4 t (D LA aA 3: .- t 44
01 41 4a a-S 3 JS

r-~~~~4. U-( c4 .

K - C- U m - 0_u) Dr
cm o '--im CO U MW ~ 0- -1 &

I.- V) t300 wuuuc0 W -MM",-34 u 030

oi 4J.4L.0.- ~ J.

do34 4-)4 0- a) 303 0.

c~060

-4J
m~4 414) 0

IA 0B 21



F.- cm 4 I .1

C.4. P,

C; %n-4e W- r 0G - F

0-C

w-44

r- C-C4 ne

CL.

C;

WO __e___g o

LLJ C
("P a( oC
C;4 (%IU'P.. @4

LL Go- 0*-L4U
I.D C.a. 008 o. 0 4 CJ C.

j S

Ig--

0.~~L L'. 400 0 0 0

U.-

U4. G2 980.'

- =4A
.0 44w

C~~~ C O C LI-- 0 a4aa - ; 1
wl-.

B-2240



B.2.4 Charleston, South Carolina

With Coal

Charleston is located in a temperate climate, and heatin£ demand is

small compared to other bases investigated. In the smaller heating

sector, heat produced by RDF is much less expensive than that produced by

FBC due to FBC's economies of scale. The cost for heat produced by RDF is

($4.10/106 Btu versus $5.30/106 Btu) for heat produced by FBC. Tables

B-4a and B-4b show that RDF supplies 22 percent of the heating

requirements. RDF would optimally supply more energy but its

contributions are limited by 70 tons/day of available refuse.

The optimum mix of systems in the process steam and electricity

sectors reflect overall trends for the top ten energy consumers discussed

in Section 5. Cogeneration supplies 85 percent of the steam demarld;

cogeneration and FBC combine to supply 95 percent of the electrical demand.

Low wind velocity (8.1 mph) and insolation (1516 Btu/ft2-day) at

Charleston is similar to other sites investigated. Consequently, energy

produced by wind and photovoltaic systems costs twice as much as

commercial electricity.

Without Coal

The Charleston area does not presently meet proposed federal NOx

and particulate air quality standards. Therefore, enforcement of

nonattainment regulations would prevent further use of energy systems

which produce NOx or particulates, specifically coal combustion.

Assuming this restriction is applied to industrial size units, RDF would

be the only cost-effective alternative energy source at Charleston. As

indicated in Tables B-4c and B-4d, 70 tons/day of available refuse is

consumed to produce electricity. Because commercial electricity is the
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most expensive energy source, RDF preferentially supplies electricity

rather than process steam or heat.

Summary

If coal combustion is permitted in the Charleston area, investing

$32 million in an optimum mix of RDF, FBC, cogeneration, and oil-fired

boilers could reduce annual payments for energy by $16 million. This

represents a simple 2-year return on investment and reduces fuel oil

consumption by 288,700 barrels per year. However, if coal combustion is

restricted due to nonattainment, a capital investment of $2.6 million in

an RFD-fired electrical generation system is the only possible

alternative. Such a system would reduce annual energy cost by only

$640,000. This yields a relatively unattractive 4-year return on

investment for a system that will reduce purchases of commercial

electricity but not reduce consumption of fuel oil.
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B.2.5 Pearl Harbor, Hawaii

Due to the high cost of transporting fuel to Hawaii, conventional

energy cost at Pearl Harbor is the highest among the bases investigated. In

fact, no coal systems were included in this analysis because coal

transportation is prohibitively expensive. However, Pearl Harbor's extremely

high insolation and wind velocity combined with high conventional energy costs

enables solar thermal and wind energy systems to be cost effective. As

discussed in Section B.1, the size of the wind and solar energy systems is

determined by an hourly match of energy produced with energy demand. Solar

thermal supplies 61 x 10g Btu/yr of heat, nearly 10 percent of the heating

demand, at a cost of $10.99/106 Btu. The oil-fired heating cost is

$12.45/106 Btu. Fifteen-hundred kW wind systems supply 293 x 106 Btu/yr

of electricity (20 percent of the electrical demand) at a cost of

$27.88/106 Btu compared to commercial eiectric cost of $32.00/106 Btu.

Table B-5a presents detailed comparative cost data.

All of the 70 tons/day of refuse available at Pearl Harbor is consumed

to produce heat, process steam, and electricity. As evidenced by a

100 percent load factor (delivered energy/produced energy given in

Table B-5b), RDF supplies the baseload portion of the demand in all three

energy use sectors.

Summary

Wind and solar energy systems are extremely capital intensive.

Replacing oil-fired boilers with an optimum mix of RDF, solar, wind, and

oil-fired boilers requires an additional capital investment of $52 x 106

This reduces annual cost by only $2.2 million yielding a 23-year return onI

investment -- significantly higher than the 2-year ROI typical of bases that

can economically employ coal combustion systems (FBC and cogeneration).
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8.2.6 Great Lakes. Illinois

Great Lakes is unique among the top ten energy consumers in that it

has substantial heating and process steam requirements but low electrical

demand. These particular demand profiles, as well as their magnitude, are

the primary factors determining the mix of alternate energy systems. Economies

of scale enable FBC to meet the large heating demand of 1.58 x 1012 Btu/yr

less expensively than RDF -- specifically, $3.28/106 Btu compared to

$4.08/106 Btu. NES results for Great Lakes are listed in Tables B-6a and

B-6b. Electrical demand at Great Lakes is insufficient to consume the

by-product electricity generated by the steam-topping cogeneration system.

Therefore the particular cogeneration system modeled in this study does not

cost-effectively match energy produced to energy demand at Great Lakes. Two

separate FBC systems meet the process steam and electrical demand at lower cost

than a combination of cogeneration and FBC electricity system. This agrees

with the analysis presented in Section 5.

Insolation at Great Lakes is low with a corresponding high cost of

energy produced by solar thermal and photovoltaic systems: $10.7/10 6 Btu

and $80.6/106 Btu, respectively.

Although wind velocity is a relatively high 8 to 11 knots average

at Great Lakes, it is not high enough to economically support wind energy

systems. A 1500-kW wind generator produces electricity at approximately

$40/106 Btu compared to commercial electricity cost 'f $20/106 Btu.

Sumary

Although the NES code chose to implement three separate FBC

systems, in reality a single facility capable of supplying all three

demands could be more cost effective. Unfortunately, current modeling in

the NES code does not include such a system.
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Results using the present code indicate that investing an

additional $25 million in oil-fired boilers and separate FBC systems to

replace conventional oil-fired boilers yields an annual energy cost

savings of $9 million and reduces fuel oil consumption by

578,500 barrels/yr. This represents a 2.5-year return on investment.
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B.2.7 Portsmouth, Virginia

Portsmouth is typical of other bases analyzed. Total energy demand

is split evenly among the heating, process steam, and electrical

generation sectors. However, commercial electricity cost

($33.02/106 Btu) is markedly higher than at other bases. As a

cost-effective alternative to expensive commercial electricity,

cogeneration and FBC systems combine to meet 97 percent of the total

electrical demand (see Table B-7b). In contrast, for other top ten energy

consumers, FBC and cogeneration systems met only 90 to 95 percent of the

electrical demand.

In the heating sector, RDF supplies the base demand, while FBC and

oil-fired boilers supply the peak demand. As indicated in Table 8-7b,

nearly 40 percent of the heat produced by the FBC system is not

delivered. This reflects the wide seasonal variation in weather at

Portsmouth which results in significant heating system downtime during

warm summer months. In reality, the FBC system would be throttled down to

reduce excess energy production, but this option is not presently

available in the NES program.

Cogeneration supplies most of the process steam requirements, and

the remaining portion is met by ROF and oil-fired boilers. Although RDF

is cost effective, its relatively insignificant contribution would

probably not justify implementation.

Insolation (1339 Btu/ft2-day) and wind velocity (8.7 mph) are

average at Portsmouth. Consequently, solar and wind energy systems are

not cost effective. As shown In Table B-7a, the price of solar thermal

energy was $15.8/106 Btu versus $9.2/106 Btu for oil-fired boilers,
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while the price of electricity produced by a 1500-kW wind system was

S95.5/106 Btu versus $33.0/106 Btu for commercial electricity.

Sumnary

Investing an additional $27 million in a mix of alternate energy

systems rather than conventional oil-fired boilers can potentially reduce

annual cost for energy by $18 million. This yields a 1.5-year simple

return on investment and cuts use of fuel oil by 248,800 barrels/yr.
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8.2.8 Pensacola, Florida

As discussed in Section 5, a combination of cogeneration and FBC

electrical generation systems competes with separate FBC electric and FBC

steam systems for the process steam and electricity demand. The optimum

(least cost) mix of alternatives depends on the particular magnitude and

ratio of electricity and steam demand. At Pensacola, the steam demand is

significantly larger than the electrical demand: the ratio of steam to

electricity demand is 2.4 compared to a typical ratio of 1.0 for other top

ten energy consumers. Assuming the cogeneration system meets the steam

demand, there is only a limited electrical demand to consume the

electricity "by-product" produced by the cogeneration system. Therefore,

at Pensacola, two separate FBC systems are more cost effective than a

cogeneration system which would produce excess electricity.

An FBC system also produces heat at Pensacola at $3.95/106 Btu,

compared to $4.08/106 Btu for heat delivered by an RDF system. Energy

cost data is presented in Tables B-8a and B-8b. Changes in capital, fuel,

operation and maintenance costs for either system could drop RDF energy

cost below FBC energy cost. Although this could significantly change the

optimum mix of alternatives, the overall monetary savings would remain

approximately the same. Further analysis is required to identify the

sensitivity of results to changes in cost input parameters.

Even though insolation at Pensacola (1678 Btu/ft2-day) is high

relative to other bases investigated, it cannot support solar thermal or

photovoltaic energy systems at costs competitive with conventional

sources. A low 9.0 mph wind velocity at Pensacola is typical of the other

bases. As a result, wind generators deliver electricity that is nearly

three times as expensive as commercial electricity.
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Summary

The NES code selected three separate FBC systems together with

oil-fired boilers as the optimum mix of alternate energy systems.

Additional cost savings are possible if one system were to supply energy

to all three energy use sectors. However, this option is not presently

available in the NES code. Nevertheless, using three separate FBC systems

can reduce annual energy costs by $14 million with an additional capital

investment of $23 million. This represents a 2-year payback period and

reduces consumption of fuel oil by nearly 85 percent.
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B.2.9 Bremerton, Washington

The relative magnitude of steam to electricity demand economically

supports a combination of cogeneratlon and FBC electrical generation

systems rather than two separate FBC steam and electric systems. RDF

produces heat and process steam at a lower cost than any other

conventional or alternate energy source. However, overall cost for energy

is minimized when ROF supplies a portion of the steam demand and FBC

supplies heat. Although RDF typically supplies heat at the other bases,

Bremerton's larger heating demand is best met by FBC because of its

attendant economies of scale.

Bremerton has a low insolation (1117 Btu/ft2-day) with a

corresponding high cost for energy produced by solar thermal and

photovoltaic systems. But high wind velocity (9.4 mph) at Bremerton

enables wind generators to produce electricity at the relatively low cost

of $32/106 Btu (see Table B-ga). At $14/106 Btu commercial

electricity is quite inexpensive in the Bremerton area. At higher

commercial prices like at Norfolk, Virginia or San Diego, California, wind

systems would be cost-effective.

Summary

Investing an additional $24 million in FBC, RDF, cogeneration, and

oil-fired boilers rather than oil-fired boilers alone yields an annual

energy cost savings of $4.6 million. This represents a 5-year payback

period, which is high compared with the 2-year payback typical of other

locations. Because cheap electricity is available at Bremerton, reducing

consumption of commercial electricity does not net significant cost

savings. However, replacing oil-fired boilers with FBC's and ROF can

reduce oil consumption by nearly 90 percent.
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B.2.10 New London, Connecticut

With Coal

The optimum mix of energy systems at New London reflects results

obtained for other top ten energy consumers. Heating demand is met by

RDF, FBC, and oil-fired boilers. As shown in Table B-lOb, the load factor

(delivered energy divided by produced energy) was 100 percent for RDF and

80 percent for FBC. This suggests that RDF supplies the base portion of

the heating demand while FBC and oil-fired boilers meet the peak demand.

Process steam is supplied by RDF, FBC, cogeneration and oil-fired

boilers. In this case, RDF and FBC combine to supply the base steam

demand with cogeneration and oil-fired boilers supplying peak demand. The

procedure used by the NES code to identify the combination of systems that

meet base and peak demand was discussed in Section B.1. However, because

ROF steam is cheaper than FBC steam ($4.53/106 Btu versus

$5.51/106 Btu), and additional refuse is available (refuse is not

totally consumed in the heating sector), it appears further cost

reductions are possible by using a larger RDF system. Further analysis is

required to clarify the NES code's choice of this particular combination.

Typical of other bases investigated, FBC and cogeneration combine

to supply nearly 95 percent of the electrical demand. The remaining

electricity is purchased from a local utility.

Both insolation (1243 Btu/ft2-day) and wind velocity are low at

New London. Consequently, costs for heat produced by a solar thermal and

electricity produced by a photovoltaic system or wind generators is

prohibitively expensive compared to conventional sources of energy.
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Without Coal

Presently, the New London area is not in attainment for particulate

pollutants. If federal utility regulations are applied to industrial

power systems, additional coal combustion systems could not be constructed

at New London until federal air quality standards are achieved.

Therefore, only RDF, solar, wind and conventional energy systems compete

in the optimization process. Results are given in Tables B-lOc and

B-1Od. The NES code selected RDF to supply electricity. RDF-fired

electrical generation minimizes overall energy costs by reducing

consumption of expensive commercial electricity ($30.21/106 Btu). This

is more cost effective than using RDF to reduce consumption of cheaper

heat ($8.47/106 Btu) or process steam ($8.44/106 Btu) supplied by

oil-fired boilers.

Summary

If coal combustion systems are permitted in the New London area, a

mix of FBC, RDF, cogeneration, and oil-fired boilers could markedly reduce

expenditures for energy. Although this requires an additional capital

investment of $24 million, it would cut annual cost for energy by $10 million

and reduce oil consumption by 75 percent. In contrast, without coal

combustion, RDF is the only feasible alternate energy system among those

evaluated in this study. The ROF plant would require an investment of

$1.1 million and realize an annual savings of only $450,000. There is the

same 2.5-year payback period with or without the coal combustion systems.

B-48



A Cl

(x (1)

(2'~

1.1. Q- LL )

Of 0 'i 2)L

C)I9 =a >to

C) Ci

I.

=3 S_ 4-) 1 1

tc (-,4 i

F-

Cm

w E_ : r- C) CD *<D coCm 'A

oCi oc LC k C C vt .0a

IV ON - ci -IvC -Cn -4c-- +'

I-v" C-- C )'-

2: Loi4 LiC4 M SC~ m 4-
IV>0 i I -KbO OE V

TD Ci

L = ) 4-'c C: C). -ic;; ;

z. a)T o )C -- +

C (V > X C -Y w s- c -
CSQ4-(L) 4E -e Ic) :() G

_j 4)
WC 41

B-49



L.R 4 n LIU p

L. * I .. . 6 S
o-4.. #AS w t

-m.

C.1C

0=

0-

- N p. ~ a~ N'A

CD fn r 56P 0N~ mn q

C3 so~ pi O4= ~ n %0 0 - us% anU*
Lii I- 4 -

o. 40 0q C, p. Qm N r. . 0 r-Q

oC C;4

C-) ao

8. CMI" .

w

o56 .- ma %a k-nq 0 C a 0 n 0 0
4.3 ~ %0 NSS 0o CYf 0 % 00

S O N 0 - 4

U CLiii 0 50 'Am I3.n

Is
CA I. 4 C

B-50



0 0

2C 4- 4- a

0- 0

04-3- 0

aL aE;.6C C ;;Co S. -oc crR f

011 0

Lii c C4; 0~0 ~
0- UJONc (Uu

4-) 0

w0.

uj doi. toLn P- r Ad

"-r O fI ar.% 6-4 " .I I I aem. .0 (D0

Qc I- 0- U%
co LAJO to. )

;. 004 0)
Lii 4-3)U

z
______ _____ 4- )

to 0).

Lii 4ILD -- 3C m 0)04

S- 0 0 0- -
>C -3e L- n o

S- 4 4- 1 ( (v 0)

-L - - V

cc .D .'.-L CjV- 0) L
Lei- 00 0 '0

4. 0 m
W0M04-

U~S 1-- >30£

4J£4-u4- .i 0) E0
g-4 O aj 4' ) ;E - E;

O - $- .C 1 I41~

La.) 8 to .0

B-5



17
4I I u

C O.X
4* Itl 0% 0% 0 0: C!

* . .n am -r4 3

4-a

ann

40-4

V))* CJ C1 .Je) L
o . Cc . Ir- Cfl P, 0- .4 -

LUL

%-~

0 - _ _ 0_

t! Zo 6

LA LL

-B-5



B.3 SAMPLE SURVEY BASES

Based upon the availability of weather id fite. -onsumptirn data, a

set of sample bases was chosen to represent Navy bases with demands less

than 1.0 x 1012 Btu/year. Kingsville, Texas; Glenview, Illinois;
Atldnta, Georgia; ani FG: LitiC' ( F .:-.:, Sc ec'i. Aqain, the

NES code was usci ,. Ueterr -t . ,, : ,, nati md

conventional energy systems which in nzcs cer Crst fnr energy. The

aggregate results of the sample bases were discussedI in Section 6.1. In

this section, we present the results obtai ned by "he NES code for each

individual base.
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B.3.1 Glenview, Illinois

With Coal

The heating demand at Glenview is met by a conventional

suspension-fired coal combustion system and oil-fired boilers. This

combination contrasts with results of the top ten bases where FBC coal

combustion typically supplied heat. But for smaller size demands

characteristic of the survey bases, conventional coal combustion is less

expensive than FBC systems in all three energy use sectors. For example,

as shown in Table B-11a, heat produced by conventional coal and FBC

systems costs $4.51/106 Btu and $5.01/106 Btu, respectively. However,

the fraction of time the conventional coal system is active at Glenview is

quite low. As indicated in Table B-11b, the ratio of delivered energy to

maximum possible produced energy is only 62 percent. This is due to

Glenview's northern location, where the monthly heating demand varies

tremendously during the year, resulting in considerable downtime during

the summer months.

The process steam and electrical demand is met primarily by a steam

topping, cogeneration system. Electricity is also supplied by an RDF

system which consumes all 4.5 tons/day of available refuse.

Average insolation (1330 Btu/ft2-day) and wind velocity (9.3 mph)

at Glenview are inadequate to economically support solar or wind systems.

Energy produced by solar thermal, photovoltaic, and wind energy systems is

twice as expensive as energy produced by oil-fired boilers and purchases

of commercial electricity.

Without Coal

The Glenview region does not currently meet proposed federal air

quality standards for particulate pollutants. Until these standards are
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attained, no new utility coal crnbustion systems can he built in the

area. If this restriction is also applied to industrial systems, the

Glenview naval facility cannot inplement coal ccmihustion. Results of the

NES code excludinq coal systems are given In Tables B-lit and B-lid. RDi

supplies process ,teani, al homulh ,roduct ion i 1'tltd hy available refuse

- 4.5 tmns/day. I yp ical.V, As WA%. the V.1,' fill' the till) t(n ellerq y

consumers, OUF would %upply electricity. 1huft at Glenview, the cost of

commercial electricity is relatively low, and ROI~ is most cost-effective

when used to supply process steam.

Assuint q coal combtist tio syt elvis are porlntt ed In1 the h ("ltlview

area, a mix of systens I ncitidnn. conventtonal cofal bullion,

cogeneration. and RHF can reduce anniual1 cost tlr ll'rly hy $30.000 and

cut fuel consump t ion by convei teioa o il - f I red bo i lers by IS% percent.

This would require an addit tonal $4. 1,I til Io ,ll , 11it I inve Iment willh an

8-year payback period.

If coal combust ioll is restricted due to niloaitt aumlent, R0 ik the

only viable alternate energy sour, o. An RPI svstem would cost $140,000,

reduce annual energy cost by onky $.10 ,otiO and cut fuel toil co mumption by

1740 barrels/yr. This represent. a 4-.year pavl',i k period.
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B.3.2 Kingsville, Texas

Process steam at Kingsville is primarily supplied by cogeneration

(85 percent) with the remainder supplied by oil-fired boilers. Although

both ROF and conventional coal systems deliver process steam at lower cost

than cogeneration, overall energy cost is minimized when a cogeneration

system displaces expensive commercial electricity.

All refuse available at Kingsville (8 tons/day) is used to generate

heat. This meets 45 percent of the demand, while oil-fired boilers meet

the remaining 55 percent.

With an average wind velocity of 14 knots, Kingsville, Texas could

economically support wind generators. As noted in Table B-12a, cost for

electricity produced by a 1500-kW wind generator is only $13/106 Btu

compared to a commercial electricity cost of $25/106 Btu. However,

electricity produced by either conventional coal combustion or

cogeneration is even less expensive than that produced by wing

generators. Conventional coal combustion costs $12/106 Btu and

cogeneration is $6/106 Btu. Therefore, although electricity generated

by wind systems Is less expensive than commercial electricity,

conventional coal and cogeneration systems remain the optimum mix.

Summary

Investing $4.7 million in RDF, conventional coal and cogeneration

systems can yield a $1.2 million reduction in annual expenditures for

energy. This represents a 4-year payback period and cuts fuel oil

consumption by 13,400 barrels/yr.
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B.3.3 Atlanta, Georgia

The optimum mix of energy systems at Atlanta reflects the general

trends noted in Section 6. The average 6.5 mph wind velocity and

insolation of 1297 Btu/ft2-day are inadequate to economically support

wind and solar systems. Cogeneration supplies 84 percent of the process

steam requirements., and along with conventional coal combustion supplies

85 percent of the electrical requirements. NES results are listed in

Tables B-13a and B-13b.

RDF is the only alternate energy system that is cost-competitive

with oil-fired boilers in the heating sector. Therefore, 1.5 tons/day of

refuse available at Atlanta is entirely consumed to meet heating demand.

Summary

Investing $1.1 million in alternate energy systems will reduce

annual energy cost by $130,000 and cut fuel oil consumption by

35 percent. This represents a lengthy 8.5-year payback period.
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8.3.4 Fort Lauderdale. Florida

The Weapon Center Detachment at Fort Lauderdale consists of only

two buildings. For this small size, most alternate energy sources are not

cost effective. For example, the amount of refuse produced is too small

to support RDF. This was confirmed by the NES code. As indicated in

Table B-14a, only a conventional coal system producing electricity is

cost-competitive with conventional energy sources. However, extrapolating

cost and performance data based on large systems (greater than

10 x 109 Btu/year) to smaller sizes such as Fort Lauderdale probably

yields inaccurate data. Separate analyses for extremely small energy

consumers should be conducted.
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